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Abstract

Preserving entanglement during weak measurement demonstrated with a violation of

the Bell-Leggett-Garg inequality

by

Theodore C. White

Quantum mechanics makes many predictions, such as superposition, projective measure-

ment, and entanglement, which defy classical intuition. For many years it remained unclear

if these predictions were real physical phenomena, or the result of an incomplete understand-

ing of hidden classical variables. For quantum entanglement, the Bell inequality provided

the first experimental bound on such hidden variable theories by considering correlated mea-

surements between spatially separated photons. Following a similar logic, the Leggett-Garg

inequality provides an experimental test of projective measurement by correlating sequential

measurements of the same object. More recently, these inequalities have become important

benchmarks for the “quantumness” of novel systems, measurement techniques, or methods

of generating entanglement. In this work we describe a continuous and controlled exchange

of extracted state information and two-qubit entanglement collapse, demonstrated using the

hybrid Bell-Leggett-Garg inequality. This effect is quantified by correlating weak measure-

ment results with subsequent projective readout to collect all the statistics of a Bell inequality

experiment in a single quantum circuit. This result was made possible by technological ad-
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vances in superconducting quantum processors which allow precise control and measurement

in multi-qubit systems. Additionally we discuss the central role of superconducting Josephson

parametric amplifiers, which are a requirement for high fidelity single shot qubit readout. We

demonstrate the ability to measure average Bell state information with minimal entanglement

collapse, by violating this hybrid Bell-Leggett-Garg inequality at the weakest measurement

strengths. This result indicates that it is possible to learn about the dynamics of large entangled

systems without significantly affecting their evolution.
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Chapter 1

The strange predictions of quantum

mechanics

1.1 Introduction

At the start of the 20th century, improvements in experimental technology began to reveal

strange phenomena at the atomic level. This bizarre behavior, which seemed to have no classi-

cal explanation, led to the development of quantum mechanics. Quantum mechanics has since

become arguably the most accurate and precise theoretical description of reality ever. Despite

this success, questions persist about the physical interpretations of some of the most funda-

mental aspects of quantum mechanics. This is of particular concern in the field of quantum

computing, which depends on this uniquely quantum behavior scaling to larger and more com-

plicated systems. The last 20 years has seen great strides in quantum computing technology
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with increases in system size, qubit control, and operation fidelity. Fortunately, the qualities

necessary in an advanced quantum processor also make it an excellent setup to test fundamental

predictions of quantum mechanics.

1.2 Measurement and entanglement

The counter-intuitive predictions of quantum mechanics, such as measurement back action

or long range entanglement, lead some to question the completeness of the theory. Perhaps

these predictions were simply artifacts of an otherwise useful mathematical model rather than

predictions of reality. Quantum mechanics might then be obscuring a classical theory of un-

determined or “hidden” variables, that would be discovered with improved measurements or

theoretical understanding.

1.2.1 Superposition and projection

A key difference between classical and Quantum mechanics is the function of measurement. To

understand this difference it is helpful to consider a two level system (0 or 1) and the difference

between a classical bit and a quantum bit (qubit). In classical mechanics the only function of

measurement is to determine that state. Even probabilistic measurements assume the system

is in the measured state before any measurement has been performed. For such a system it

is usually possible, with a cleverly designed measurement, to determine if the bit is a 0 or 1

without changing that result. This means one can say with confidence that if a 0 is measured

it was because the system was in state 0 and remains in that state. Subsequent measurements
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of the same system should continue to produce the same result until something changes the

system in a deterministic way.

In quantum mechanics the system can exist in the quantum states |0〉 or |1〉, as well a

superposition of these states |Ψ〉 = α|0〉 + β|1〉, where |α|2 + |β|2 = 1. When strongly

measuring a superposition state |Ψ〉, the result will indicate 0 with a probability |α|2 and 1 with

a probability of |β|2. In addition, if the result is 0, then a second measurement of the same

system will also results in 0 and vice versa. If the system starts in a superposition state |Ψ〉, the

interpretation of quantum mechanics is that the act of measuring the state projects it into either

|0〉 or |1〉.

1.2.2 Entanglement

An equally unintuitive prediction of quantum mechanics is that of entanglement between spa-

tially separated qubits. Entanglement is the result of two qubits existing in a state that is more

than the sum of its parts. Given two qubits q1 and q2, we can describe each state individually

as |Ψ1〉 = α1|0〉 + β1|1〉 and |Ψ2〉 = α2|0〉 + β2|1〉. The combined state for these two qubits

can then be described as

|Φ〉 = |Ψ1〉 ⊗ |Ψ2〉
= α1α2|00〉+ α1β2|01〉+ α2β1|10〉+ β1β2|11〉.

(1.1)

The fact that we can describe the two qubit state |Φ〉 as a product of two single qubit states

means that it is separable. In contrast, an entangled state such as |Φ〉 = 1/
√

2 (|00〉+ |11〉) is

not separable. If one were to measure either qubit the result would be evenly split between |0〉

and |1〉, but if either qubit is |0〉 then both qubits are |0〉 and if either qubit is |1〉 they are both
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|1〉. The state can only be properly understood a single state which happens to include two

qubits. Interestingly, there is no length or time dependence to this entanglement. One could

theoretically pull two entangled qubits to opposite sides of the universe and a measurement

of either qubit would have an instantaneous effect on the other. In this case, the projective

wemeasurement breaks the entanglement as both |00〉 and |11〉 can be described as two single

qubit states. It was this seemingly impossible action at a distance [1] which led many to

believe entanglement was simply the artifact of an incomplete model, with no realistic physical

interpretation.

1.3 Inequality measurements

For many years discussions on the nature of projective measurement or entanglement were

more philosophy than science. The Bell inequality (BI) [2] provided the first quantitative test

to distinguish between quantum entanglement and a yet undiscovered classical hidden variable

theory. The core assumption of a Bell inequality is that the measurements of two spatially

separated objects cannot affect one another. Bell designed a test for this locality assumption

(which was later refined by Clauser, Horne, Shimony, and Holt into an inequality (CHSH)

[3]) involving correlated polarization measurements with varying rotation angles between two

spatially separated photons. The angle of the polarizer sets the basis for each measurement

and allows correlations to be measured in multiple different bases. Entangled photons exhibit

stronger correlations across these different bases than what is possible classically, and can

violate the inequality.
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Figure 1.1: Entanglement and the CHSH corralator. (a) Schematic of a typical CHSH exper-
iment. Two qubits are prepared in a maximally entangled Bell state and measurements are
conducted at various measurement angles a, b, a′ = a + π/2, and b′ = b + π/2. (b) Depen-
dence of correlation amplitude (Eq. 1.2) on detector angle difference θ = a− b. The difference
between quantum and classical correlation is maximized at θ = π/4. (c) Measurement data
of CHSH correlator using superconducting qubits prepared in a |Φ+〉 Bell state, displaying
sinusoidal dependence on the relative measurement angle θ.

The CHSH correlator, designed by Clauser, Horne, Shimony, and Holt [3] as a refinement

of the Bell inequality, provides a direct quantitative bound on classical hidden variable theories

using correlated measurements between two spatially separated qubits. The correlator com-

bines four different experimental configurations because it can be difficult to tell the difference

between potentially classical (un-entangled) qubits and an entangled state in only one basis.

The measurement basis can be set in different ways depending on the system being used. In
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the first experimental realization of the CHSH correlator [4] the entangled state consisted of

polarized photons pairs and the measurement basis was set by rotating polarized filters.

We can extend this idea to a general qubit system by using qubit rotations to map the mea-

surement basis onto the ground (|0〉) and excited (|1〉) states of the system. For measurement

rotations a (qubit 1) and b (qubit 2), shown in Fig. 1.1(a), the correlation amplitude is given by

E(a, b) = P (00)− P (10)− P (01) + P (11), (1.2)

where P(00) is the probability both qubits are in the ground state. Given this equation however,

we can see that both the Bell state |Φ+〉 = (|00〉 + |11〉)/
√

2 and the prepared state |00〉 will

have a correlation amplitude of 1 if a = b = 0. The difference only becomes clear when

many different detector angles are considered. The behavior of E(a, b) vs. detector rotation,

described here as θ = a− b, is shown in Fig. 1.1(b) for both the classical and quantum case. If

the orientations of the bits is classically predetermined, then for an average over the correlations

for all possible values of a and b E would at most have a linear dependence on θ. Quantum

mechanically E has a sinusoidal dependence on θ, who’s magnitude depends on both a and b.

Specifically in the case of an entangled pair, E has the same sinusoidal dependence for any

value of a and b, with with the maximum difference occurring at odd multiples of θ = π/4 [2].

When conducting a traditional CHSH experiment, the relative measurement angles for each

qubit are held fixed such that a′ = a + π/2 and b′ = b + π/2. To collect the data, shown in

Fig. 1.1(c), θ = a − b was varied from 0 to π, and each individual correlator was measured

separately along with the sum given by

CHSH = E(a, b) + E(a′, b) + E(a, b′)− E(a′, b′). (1.3)
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Figure 1.2: Leggett-Garg inequalities. (a) Schematic of an ideal LGI experiment. In this case
a single qubit is measured in different bases at times t1 < t2 < t3 in different combinations
to construct the full LGI correlator. Like the Bell inequality the sum of these correlations is
bounded for a classical system.

For any two classical states measured at these angles, we should see a linear dependence for

each E(θ) and a bound on the the CHSH correlator of |CHSH| ≤ 2. Alternately, if the two

qubits are in a maximally entangled Bell state we should see sinusoidal behavior forE(θ) and a

maximum CHSH value of 2
√

2. The data, shown in Fig. 1.1(c), display the expected sinusoidal

dependence for each individual term, with a maximum CHSH amplitude near θ = π/4. While

this data shows a robust violation of the classical bound, it fails to reach the theoretical maxium

bound of 2
√

2. The maximum CHSH amplitude of ∼ 2.5 we see here is due to experimental

imperfections, which are system dependent.
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1.3.1 The Leggett-Garg inequality

Part of the reason why quantum mechanics is so unintuitive is that we don’t often observe

coherent quantum behavior in large systems. While unlikely to occur in larger systems, it

is unclear if there is a scale at which coherent behavior is no longer possible. The Leggett-

Garg inequality (LGI) [5] was developed to investigate the quantumness of a larger objects,

like macroscopic phase of the SQUID. The LGI is similar to a Bell inequality but involves

measurements separated in time rather than in space. Classical theories of measurement assume

that the system is always in a definite state, and that an ideal measurement will not change the

state of the system. In contrast, if one were to prepare a quantum state in one basis and measure

it in a different measurement basis, the act of measurement would project that object into an

eigenstate of the new basis. To distinguish one kind of system from the other, measurements

are conducted in different bases at different times. For measurements conducted at times t1 <

t2 < t3, we can construct correlators analogous to Eq. 1.2 but for different measurements of

the same qubit,

E(ti, tj) = P (00)− P (10)− P (01) + P (11). (1.4)

The inequality was originally composed of three distinct experiments, shown in Fig. 1.2(a). In

the first experiment, the system measured projectively at time t1, followed by a final projective

measurement at time t3. A second experiment is then carried out where an intermediate mea-

surement in a different basis is conducted at time t2 instead of time t3. The third experiment

consists of only the measurements at times t2 and t3. The LGI is then given by

E(t1, t2) + E(t2, t3)− E(t1, t3) ≤ 1 (1.5)
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where E(t1, t3) is the experiment in which no measurement is performed at time t2. Further

details for LGIs can be found in the review article by Emary et al. [6].

1.4 Experimental loopholes

While there is a great deal of experimental evidence for the violation of Bell’s inequality, this

data is often questioned on the basis of experimental loopholes [7]. One such loophole is based

on the assumption of locality. This locality assumption, fundamental to any Bell inequality,

presumes no classical interactions between remote qubits occur during the correlation mea-

surements. In some experiments, the close proximity of adjacent detectors or qubits means this

interaction cannot be ruled out. Thus, behavior that appears to be quantum could, at least in

principle, be the result of a fast classical interaction between hidden variables in the system.

Photon systems, such as those used in the original CHSH [4], are ideal for avoiding local-

(a) (b)

Figure 1.3: Figures of original CHSH experiment taken from reference [4]. (a) Schematic of
the experiment involving entangled photons and polorometers which transmit or reflect a pho-
ton based on its linear polarization. The results of Photon detectors are correlated to measure
the terms E(a,b) for each iteration of the experiment (b) Sinusoidal dependence of Eq. 1.2 on
relative angle θ demonstrated by photons in the CHSH experiment.
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ity because the coherence length of photons in air or optical fibers is very large[8]. In this

case polarization is used as the measurement variable and entangled photons are prepared in

a superposition of polarization states. In the experiment, shown in Fig 1.3 (a), the photons

eventually reach polarimeters in which vertically polarized photons are transmitted and hori-

zontally polarized photons are reflected depending on the relative angle of the polarimeter. The

four detectors then measure which combination detection events occurred. The correlation am-

plitudes, shown in Fig 1.3 (b), also depend sinusoidally on θ, which in this case is the relative

polarizer angle.

There are however, still several problems with optical CHSH experiments. The information

for each experiment is carried by a single pair of photons. In many cases the polarimeters and

photo detectors are lossy, and can absorb one or both photons before they can be measured.

It is often the case that only a small fraction of the total emitted photons are successfully

detected. To trust an observed violation, one must be certain that the subset of successful

experiments used to measure the CHSH correlator evenly samples the full ensemble. It is

possible that bias in a lossy detector could lead one to preferentially collect samples with the

desired correlation and discard those without, leading to the fair sampling loophole[9]. If

this same detector inefficiency is dependent on measurement basis (polarizer angle), different

experiments would be measuring incompatible ensembles. Correlations between such separate

classical ensembles could conceivably produce a false violation of the inequality, known as the

disjoint sampling loophole[10].

The LGI is subject to the same detector inefficiency loopholes as a Bell inequality, but
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there is an additional and more troubling assumption. This assumption is that the intermediate

measurement has no classical effect on the state. If the intermediate measurement at t2 were

sufficiently invasive it could affect the measurement at t3 in the same way a projective mea-

surement affects a quantum system. In this case the classical measurement would simply be

perturbing the system through the action of a hidden variable theory just as in the locality loop-

hole. As it is difficult to measure the level of “invasiveness” in such hidden variable theories,

this so called clumsiness loophole [11] is difficult to avoid completely.

1.5 Conclusion

The inequalities as detailed were originally conceived of as tests for the validity of quantum

theory. As the evidence for quantum mechanics grows more overwhelming, these tests have

begun to fill a different role. More modern implementations of both inequalities have been used

as verification that a system is behaving quantum mechanically. For instance a violation of the

Leggett-Garg inequality could be used to verify a new method method of state measurement.

Similarly a violation of bells inequality provides evidence that an entangling gate is in fact

entangling. It is this method of validation through violation that we are interested in for this

work.
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Chapter 2

The Bell-Leggett-Garg inequality

The power of a Bell or Leggett-Garg inequality is that it provides a fundamental physical

test of quantum mechanics. A violation of the inequality is ideally possible only if a system

behaves in a uniquely quantum way. As such, these experiments are valuable as benchmarks

for new systems which might display quantum behavior. Inequality violations have become

particularly useful in the world of quantum information, where they can be used to benchmark

novel methods of entanglement or measurement. This is perhaps best exemplified by the use

of weak measurement in the Leggett-Garg inequality.

2.1 Weak measurement

The standard conception of measurement is that a projection operator measures the state and

projects the qubit onto a state in the measurement basis. This can also be thought of as a de-

phasing process, in which the coherent state |Φ〉 = (|0〉+ |1〉)/
√

2 devolves to an probabilistic
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Figure 2.1: Leggett-Garg inequality conducted using weak measurement. The initial measure-
ment is replaced with preparation into a known state. The second measurement is a weak mea-
surement which measures the state with minimal back-action. The final measurement is fully
projective readout which measures the final state of the system. This allows all the statistics of
an LGI to be collected in a single experimental preparation.

mix of |0〉 and |1〉. The magnitude of this effect however, is largely dependent on the method

of measurement. In some measurements, the coupling of qubit state to detector can be con-

tinuously varied from full projective readout to no readout at all. Turning down the strength

of the measurement until the result is only weakly correlated to the qubit state is the basis of

weak measurement [12, 13, 14]. These weak measurements are characterized by partial projec-

tion operators, which have a strength dependent dephasing effect on the state being measured.

Recently this has lead to ground breaking experiments mapping the evolution of single qubit

trajectories on the Bloch sphere [15, 16].

Perhaps the most ubiquitous use of weak measurement has been in the violation of Legget-

Garg inequalities. This weak measurment LGI, shown in Fig. 2.1, replaces the initial mea-

surement with preparation in a known state at time t1, followed by a weak measurement at

time t2, and finally fully projective readout at time t3. As the measurement at time t2 only
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partially projects the state, the correlations for the entire LGI can be measured with only one

experimental configuration. This means that the effect from the measurement at time t2 is al-

ways present, eliminating preparation dependent bias in the LGI. Additionally, the weakness

of the measurement makes it less likely a classical perturbation is affecting the state in some

unknown way. This ideally makes the LGI less susceptible to the clumsy measurement loop-

hole [11] discussed in the previous chapter. Since its initial proposal, the weak measurement

LGI has become the standard LGI experiment being conducted across both optical and solid

state systems [17, 18, 19, 20, 21, 22, 23, 6].

While the theoretical description of weak measurement is unique, the implementation can

vary greatly in different experimental systems. In superconducting qubits readout is often

accomplished through a dispersive interaction between the qubit and a resonator [24]. In this

case the measurement strength depends on the number of photons used to probe the resonator.

In optical systems, often ancilla photons are used to weakly couple to the photon polarization

being measured [21, 22]. Similarly, in superconducting qubits ancilla qubits can be weakly

entangled with the qubit being measured through a variable strength C-NOT gate [23]. The

various implementations are shown in Fig. 2.2.

Just as the Bell violation can be used to judge the fidelity of an entangling operation, the

LGI is an excellent way to evaluate the fidelity of a weak measurement protocol. In this case a

violation of the LGI requires both that the measurement extracts the desired state information,

and that it minimized the back action to the point predicted by partial projection operators.

Thus the LGI acts as a benchmark for the effect of measurement on a single qubit.
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(a) (c)

(b)

Figure 2.2: Exammples of weak measurements used in various Leggett-Garg inequalities. (a)
Figure reproduced from Ref. [20] showing amplitude of driven Rabi oscillations 〈φ〉 vs time for
a superconducting qubit coupled to a resonator being probed with n = 0,1,2,5,10 and 20 photons
respectively. As the photon number increases so does the dephasing of the transmon. (b) Figure
reproduced from Ref. [21] showing ancilla weak measurement in optical systems, where the
polarization of the photon being measured is weakly coupled to that of an ancilla photon. (c)
Figure reproduced from Ref. [23] showing a violation of the LGI for a superconducting qubit
system using ancilla qubit weak measurement. The above graph shows the behavior of the post
selected “weak values” while the lower graph shows the LGI correlator vs rotation angle for
the intermediate measurement bases.

2.2 Combining measurement and Entanglement

While the weak measurements discussed in the previous section are unlikely to perturb the

state in an unknown way, the issue of the clumsy measurement loophole was never fully ad-

dressed. Without knowing the behavior of a “hidden variable” in the system, it is impossible

to known the magnitude of the effect of measurement. In an attempt to further avoid clumsy
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Figure 2.3: Leggett-Garg inequality in which the initial state prepared consists of two qubits
in a bell state. A weak intermediate measurement is conducted on only one qubit of the bell
pair. The weak measurement result of the one qubit is then correlated to the projective readout
of both Bell qubits based. This allows the weak measurement process to be isolated from the
qubit being projectively read out via the entanglement of the bell state.

measurements, it was suggested that the the single qubit of the LGI could be replaced with a

Bell pair [22]. This protocol, show in Fig. 2.3, isolates the affect of the weak measurement to

just one qubit in the Bell Pair. As the effects of measurement should be translated by the en-

tanglement of the Bell pair, the necessary statistics can be still be correlated to violate an LGI

[22]. By including a spatial separation between the two Bell qubits, the assumption that the

weak measurement is non-invasive is reduced to an assumption that it is only locally invasive.

This means that classical perturbation from the weak measurement is perfectly fine as long as

it does not extend beyond the qubit being measured. This is similar to the locality assumption

17



of a standard Bell inequality.

A natural extension of this concept is to conduct weak measurements on both qubits of the

Bell pair. This procedure, shown in Fig. 2.4, symmetriezes the measurement statistics on both

branches of the Bell pair and brings the number of possible measurement angles to four. With

four total measurement angles all the statistics necessary for violating the Bell inequality can be

collected with a single experimental configuration. This is the basis of the Bell-Leggett-Garg

inequality (BLGI) [25].

The BLGI is interesting because of its unique method of quantifying entanglement. This

method makes it more robust against certain loopholes, but it also gives us an elegant way to

examine the behavior of an entangled state under weak measurement. Normally an entangled

state is broken when either qubit is measured. The measurement projects the entangled state

into two individual qubit states and the only record of the initial entanglement is the correlation

between the measurement results of both qubits. In a weak measurement the state is not com-

pletely projected, meaning that the entanglement is only partially collapsed. While a violation

of the BLGI has been demonstrated in optical systems [26], it was only at a single measurement

strength and the detector efficiency was too low to avoid the associated detector loopholes. By

varying the measurement strength however, we can map out this continuous exchange of in-

formation and back-action. The continuous nature of the transition from projective to weak

measurement also gives us more confidence that a violation of the inequality at the weakest

measurement strengths. This would mean it is possible to extract the average state information

of the Bell state without destroying it. Thus the BLGI inequality gives us a lens through which
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Figure 2.4: Schematic for the Bell-Leggett-Garg inequality. This extends the weak measure-
ment protocol of the LGI to both qubits of a maximally entangled Bell state. By correlating
both weak measurements and projective readout all the statistics of a CHSH experiment can
be collected with a single experimental configuration. This allows the BLGI to avoid several
loopholes such as the clumsy measurement and disjoint sampling loophole.

to examine the effect of measurement on entanglement collapse in continuous and controlled

manner.
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2.3 BLGI assumptions

The fundamental assumptions of the hybrid Bell-Leggett-Garg inequality are those of local

realism, which are familiar from the Bell inequalities:

(i) If an object has several distinguishable physical states λ, then at any given time it occupies

only one of them.

(ii) A measurement performed on one object of a spatially-separated pair cannot disturb the

second object.

(iii) Measured results are determined causally by prior events.

Note that only assumption (ii) differs from the notion of macrorealism used in Leggett-

Garg inequalities: it is weakened here to permit local invasiveness for sequential measurements

in time made on the same object, while still forbidding spatially remote measurements from

influencing each other. Note that the assumed physical state λ may be related to the quantum

state, or may be a collection of more refined (but unspecified) hidden variables.

To these core assumptions we must append one more to permit noisy (i.e., realistic) detec-

tors:

(iv) Unbiased noisy detectors produce results that are correlated with the true object state λ

on average.

This assumption can be understood as follows. The object state λ ideally determines each mea-

surable property A(λ), but a physical detector (and environment) that interacts with the system
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will also have a distinct physical state ξ that may fluctuate noisily between realizations (e.g.,

from the coupling procedure). In such a case the detector will report a correspondingly fluc-

tuating signal α(ξ) according to some response probability PA(ξ|λ) for obtaining the detector

state ξ given each definite system state λ. For any sensible detector, these response proba-

bilities will be fixed by the systematic and repeatable coupling procedure (such as our ancilla

measurement circuit). To calibrate such a detector, we must then assume that averaging over

many realizations of the detector noise will faithfully reflect information about each prepared

system state λ (even if that state ultimately changes for subsequent measurements due to the

coupling):

∑
ξ α(ξ)PA(ξ|λ) = A(λ). (2.1)

Importantly, this equality formally states only what is usually assumed for an unbiased labo-

ratory detector: that one can recover a meaningful system value A(λ) by averaging away any

detector noise.

Now consider the Bell-Leggett-Garg correlation. A correlated pair of objects with the joint

state λ is sampled from an ensemble with the distribution P (λ). (In our experiment, we prepare

two qubits in a Bell state.) At a later time each object (k = 1, 2) is coupled to a detector

(an ancilla qubit) that outputs a noisy signal αk calibrated to measure the bounded property

Ak(λ) ∈ [−1, 1] on average (the Z operator for each Bell qubit). The noisy signal αk generally

has an expanded range of values that can lie outside the range [−1, 1] (in our case this is due to

re-scaling for measurement strength); however, for each λ the realizations of the output signal
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will average to the correct bounded value by assumption (iv). (We verify this assumption with

the ancilla calibration measurements using definite preparations of 0 or 1 on the Bell qubits.)

Finally, each object is measured with a second detector that outputs a signal bk for a similarly

bounded property Bk(ζ) ∈ [−1, 1] (we read out the qubits directly to obtain bk = ±1). From

these four measured numbers, we then compute the CHSH-like correlator as a single number

for each preparation

C = −α1α2 − α1b2 + b1α2 − b1b2. (2.2)

The expanded ranges of the noisy signals αk generally produce a similarly expanded range

for the correlator C for each preparation. Nevertheless, averaging C over many realizations of

the detector noise ξAk and ξBk and system states λ will produce

〈C〉 =
∑

λ

∑
ξA1

,ξB1
ξA2

,ξB2

C P (ξA1 , ξB1 |λ)P (ξA2 , ξB2|λ)P (λ),

=
∑

λ

[
− A1(λ)A2(λ)− A1(λ)B′2(λ) +B′1(λ)A2(λ)−B′1(λ)B′2(λ)

]
P (λ), (2.3)

with Ak(λ) =
∑

ξAk ,ξBk
αk(ξAk)P (ξAk , ξBk |λ) and B′k(λ) =

∑
ξAk ,ξBk

bk(ξBk)P (ξAk , ξBk |λ),

since postulate (ii) causes the joint distribution of the detector states to factor: P (ξA1 , ξB1 , ξA2 , ξB2|λ) =

P (ξA1 , ξB1 |λ)P (ξA2 , ξB2|λ) in the same way as for a Bell inequality. From the postulates (i),

(iii), and (iv), the averages Ak(λ) and B′k(λ) are then bounded to the range [−1, 1]. Therefore,

for each λ the sum of the bounded averages in Eq. (2.3) must itself be bounded by [−2, 2].
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Averaging this bounded result over P (λ) produces the expected BLGI

−2 ≤ 〈C〉 ≤ 2. (2.4)

Importantly, the probability P (ξAk , ξBk |λ) = P (ξAk |λ)P (ξBk |λ, ξAk) for each qubit k ad-

mits the dependence of the B′k measurement on an invasive Ak measurement that can alter the

physical state λ. Despite any randomization of the results bk(ξBk) caused by such local inva-

siveness, however, the perturbed averages B′k(λ) must still lie in the range [−1, 1] since each

bk = ±1 by construction. This allowance for locally invasive measurements in the BLGI is

what avoids the clumsiness loophole [11] of the usual LGI. The fact that the entire correla-

tor C is computed for every realization in the same experimental configuration is what avoids

any variant of the disjoint sampling loophole [10] for the usual Bell and LGIs (such as from

systemic bugs in the preparation software).

There are, however, two notable ways that our derivation of the BLGI in Eq. (2.4) could fail.

First, the assumptions (i–iii) of local realism could fail, as in a standard Bell inequality. This is

certainly possible in our case since the Bell qubits are neighbors on the same superconducting

chip. However, arranging for a locally realist model that accounts for the needed disturbance

effects for the neighboring Bell qubits, the neighboring Bell-ancilla qubits, each remote pair of

Bell-ancilla qubits, and the remote ancilla-ancilla qubits simultaneously is substantially more

difficult (and therefore much less likely) than arranging for such disturbance in the usual Bell

test on just two neighboring qubits. Moreover, our experiment verifies the detailed functional

dependence of the quantum predictions as the weak measurement angle φ is varied, which
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further constrains any purported locally realist explanation. Thus our tested BLGI significantly

tightens the locality loophole [7] compared to the usual Bell test performed on the same chip.

Second, the noisy detector assumption (iv) could fail due to hidden preparation noise ξP

not included in the state λ that systematically affects the detector output in both arms in a cor-

related way. In this case, the detector response would become noise-dependent PA(ξ|λ) →

PA(ξ|λ, ξP ) such that the calibration of Eq. (2.1) will be satisfied only after additionally aver-

aging over ξP . Such correlated noise would prevent the detector distributions from factoring

for each λ in Eq. (2.3), which formally spoils the inequality. However, in our experiment

such a systematic bias due to correlated noise has been extensively checked during the char-

acterization of the chip and the measurement calibration by deliberately preparing a variety

of uncorrelated distributions P (λ) (i.e., different qubit states) and looking for spurious cross-

correlations of the various qubit readout signals that would be expected in the presence of such

hidden preparation noise. Hence, the failure of assumption (iv) additionally requires an un-

likely preparation-conspiracy where every calibration check that has been done is somehow

immune to the hidden detector-noise correlations.

2.4 Conclusion

The BLGI provides a interesting test not only of the assumptions of local-macro-realism, but

also of the behavior of entangled states under measurement. The draw back is that this experi-

ment requires a high fidelity system with excellent control to achieve. Experimental errors and

imperfections can lower the maximum measurable correlation amplitude perhaps even below
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the level necessary for a violation. To move forward we must understand the effect of possible

errors on the magnitude of BLGI correlations and what experimental systems are best suited

to this experiment. Due to recent advances in both gate and measurement fidelity, supercon-

ducting qubit systems have emerged as an ideal system for testing weak measurements and the

BLGI.
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Chapter 3

Superconducting qubits: engineered

quantum elements

An experimental system capable of violating the BLGI must meet several important require-

ments. The system must be able to encode quantum information onto the ground and excited

state of a two-level system (qubit), it must exhibit the high fidelity control necessary to generate

entangled states and conduct weak measurements, and it must provide a way to independently

read out the state of each qubit with high precision. Fortunately, these are the same criteria

necessary for creating a high fidelity quantum processor, and the field of quantum information

has produced several promising physical implementations of such a processor. One of the most

promising of these implementations has been superconducting quantum processors, in which

the logical basis of 0 and 1 is provided by the ground and first excited state of a nonlinear res-

onant circuit. As macroscopic circuits, many of the characteristics of superconducting qubits
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can be independently engineered and optimized according to classical circuit theory. Through

this optimization, superconducting qubits have recently achieved record level gate fidelity [27]

in a modestly scaleable system. Even more importantly, superconducting qubits have demon-

strated high efficiency and high fidelity state readout in very short times [28]. This high fidelity

control and efficient measurement makes superconducting qubits an ideal system for inequality

experiments and the investigation of fundamental physics.

3.1 Engineering a quantum element

3.1.1 Superconducting circuits as quantum harmonic oscillators

To understand the behavior of circuit resonators, it is helpful to consider the simple harmonic

oscillator in which a particle of mass m is subject to a restoring force −kx, with force constant

k. Here the conjugate variables of momentum p and position x are related by the familiar

formulas p = mv = mẋ and −kx = ma = mv̇ = ṗ. This force results in a parabolic potential

energy and the Hamiltonian

H =
p2

2m
+

1

2
mω2

mx
2, (3.1)

where the mechanical resonance frequency ωm =
√
k/m.

We can construct a circuit analogue of this system with a parallel LC resonant circuit,

shown in Fig. 3.1 (a). In this circuit we have the conjugate variables of charge Q = CVC

and flux Φ = LI . Using Kirchhoff’s laws and integrating the voltage around the circuit we

see that the current I through both elements is equivalent, but that VL + VC = 0. In this
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case VL = Lİ = Φ̇ and since Vc = −VL, we can relate the charge to the flux with the

expression Q = −CVL = −CLİ = −CΦ̇. We can then also relate the flux to the charge

with the relation Φ = LI = LQ̇. From circuit theory we know that the energy stored in

the capacitor and the inductor is given by Q2/2C and Φ2/2L respectively. By making the

substitution ωr =
√

1/LC, we can see the resulting Hamiltonian

H =
Q2

2C
+

1

2
Cω2

rΦ
2 (3.2)

obeys the same physics as the simple harmonic oscillator. In this analogy the mass of the

particle is given by the capacitance of the circuit, and the force constant k is equal to the

inverse of the inductance.

Normally, macroscopic quantum behavior would be inhibited in a resonant circuit due to

the presence of internal dissipation and uncontrolled thermally generated excitations. Both of

these problems can be overcome however, by constructing a resonator out of superconducting

material and operating at sufficiently low temperature. As an example, consider an aluminum

resonator with a resonant frequency ωr/2π = 6 GHz operated at the base temperature of a dilu-

tion refrigerator, typically 20 mK. The operating temperature is well below the 1.2 K supercon-

ducting transition temperature Tc of aluminum, meaning the normal electron charge carriers

have condensed into the Cooper pair states of a superconductor. Coherent oscillation of the

Cooper pairs is possible because the large energy gap ∆� ~ωr prevents scattering of individ-

ual electrons (quasi-particles). Similarly, the probability of a thermal excitation is suppressed

at low temperatures proportional to the Boltzmann distribution given by exp(−~ωr/kT ). At

at frequency of ωr/2π = 6 GHz and a temperature T = 20 mK this probability is roughly
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Figure 3.1: Diagram of a quantum harmonic oscillator circuit (a) The linear LC resonator acts
as a quantum harmonic oscillator with evenly spaced energy levels. determined by the resonant
frequency ωr =

√
1/LC (b) A voltage bias, applied through a coupling capacitor, changes the

energy of the system through the interaction term Cc(Q̂/C)Vext(t) in the Hamiltonian.

3× 10−7. Thus, operating such a resonator at GHz frequencies and mK temperatures provides

a system which should display coherent quantum oscillations while idling in the ground state.

By removing the constraints of dissipation and thermal excitation, there should be nothing

preventing a superconducting resonant circuit from exhibiting coherent quantum behavior. To

understand this behavior however, we can no longer rely on the classical parameters of charge

and flux. Quantum mechanically the conjugate variables Q and Φ become non commuting

operators Q̂ and Φ̂ and obey the canonical commutation relation [Φ̂, Q̂] = i~. Continuing our
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earlier analogy to the simple harmonic oscillator we can derive equivalent equations for the

quantum harmonic oscillator model of a macroscopic electrical resonator

Φ̂ = Φzp(a+ a†) (3.3)

Φzp =

√
~

2Cωr
(3.4)

Q̂ = iQzp(a
† − a) (3.5)

Qzp = =

√
Cωr~

2
(3.6)

(3.7)

Here we have written the charge and flux in the form of the familiar creation and annihilation

operators but neglected the hat operator notation for consistency with traditional descriptions

of the quantum harmonic oscillator. Additionally we have grouped the prefactors for the charge

and flux operators into the zero point fluctuation parameters Qzp and Φzp, such that Q2
zp/2C =

Φ2
zp/2L = ~ω/4 . Physically we can now interpret the creation and annihilation operators a†

and a as either creating or annihilating single photon excitations of the resonant circuit. The

Hamiltonian written with these operators

Ĥ = ~ωr
(
a†a+

1

2

)
, (3.8)

simply describes the energy of the circuit as the ground state plus the number of photon

excitations given by the number operator a†a.

As stated earlier, at the base temperature of a dilution refrigerator our resonator should idle

in the ground state. We might then be able to use the ground and first excited state of the

harmonic oscillator as the 0 and 1 basis of our quantum processor. First however, we must

understand what happens to the system when we attempt to add energy through a classical
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drive. We can imagine this classical drive as a time varying voltage Vext(t) applied through

a coupling capacitor Cc shown in Fig. 3.1 (b). If this coupling capacitor is small relative to

the capacitance of the circuit Cc � C, it will leave the Hamiltonian unchanged except for the

presence of an interaction term given by

Ĥint = Cc
Q̂

C
Vext(t) (3.9)

= i
Cc
C
QzpVext(t)(a

† − a) (3.10)

To understand how the system evolves under this perturbation, we can use the time evolution

operator in the interaction picture. In this picture

a→ ae−iωrt (3.11)
a† → a†eiωrt, (3.12)

giving us the time evolution operator

U = exp
(
− i
~
iQzpCc

Cc
C

∫ t

0

Vext(t
′)(a†eiωrt

′ − ae−iωrt′)dt′
)
. (3.13)

In a realistic experiment, the voltage drive Vext(t
′) consists of time dependent driving voltage

Vext(t
′) = V0 cos(ωt′ + φ), where ω is close to the resonant frequency of the circuit. We can

then decompose the cosine into the complex oscillator terms

Vext(t
′) =

V0

2

(
e−i(ωt

′+φ) + ei(ωt
′+φ)
)
. (3.14)

If we multiply through by each oscillator term, neglect the rapidly oscillating terms±(ωr+ω),

and group all of the remaining terms together based on operator, we get the variable α described
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by

α =
1

~
Qzp

Cc
C

V0

2
e−iφ

∫ t

0

e−i(ω−ωr)t
′
dt′ (3.15)

This makes the time evolution operator equivalent to harmonic oscillator displacement opera-

tor [29]

U = D = eαa
†−α∗a, (3.16)

This displacement operator, when applied to the ground state, will drive it into a coherent state

D|0〉 = |α〉, which depends on the amplitude of α.

As the displacement amplitude α is a classical drive term, we can understand it using clas-

sical resonant circuit analysis. First we can make the substitution ∆ω = (ω−ωr) and integrate

over time t′ to get

α =
1

~
Qzp

Cc
C

V0

2
e−iφ

1− e−i∆ωt

i∆ω
, (3.17)

where the last term reduces to just t in the limit that ∆ω → 0. From this equation we can see

that the nature of the displacement depends on the relative frequency of the resonator and the

drive, shown in Fig. 3.2 plotted on the real Q and imaginary I plane. For a non-resonant drive

tone, the phase of the drive oscillates relative to the phase of the resonator state as ∆ωt + φ.

This relative phase drift causes the drive tone to displace the resonator state in a circle around

the IQ plane and limits the maximum amplitude of the coherent state.

When the drive is exactly on resonance with the circuit, α grows linearly in time. Since

the drive adds a scaled voltage offset (Cc/C)(V0/2) twice per cycle, we can combine various
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terms in α which describe the resonant voltage fluctuation

Φ̇ =
Cc
C

V0

2
ωrt. (3.18)

We can then rewrite α as

α =
1

~
Qzp

Cc
C

V0

2
te−iφ (3.19)

α =
1

~ωr
Qzp

(
Cc
C

V0

2
ωrt

)
e−iφ (3.20)

α =
1

~ωr
QzpΦ̇e

−iφ. (3.21)

It is then strait forward to show that (QzpΦ̇/~ωr)2 = Eres/~ωr, so that |α|2 is the energy in the

resonator divided by the energy per photon.

To better understand the behavior of our driven resonator, we can compare our classical

result to the quantum description of this coherent state |α〉 described by

|α〉 = e−
1
2
|α|2

∞∑
n=1

αn√
n!
|n〉, (3.22)

as discussed in Ref. [29]. The coherent state consists of a superposition of the number states

|n〉 with a Poisson distribution of probability amplitudes described by

P (n) = |〈n|α〉|2 =
|α|2ne−|α|2

n!
, (3.23)

and centered around |α|2 [29]. From our classical analysis, we know that |α|2 should be

proportional to the number of photons in the resonator. If we apply the the number operate a†a

to the state |α〉 we indeed calculate that 〈α|a†a|α〉 = 〈n〉 = |α|2.

We can use this quantum description to investigate the possibility of driving a single photon

excitation into the resonator. To do this we would logically expect to drive with a voltage
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Figure 3.2: Average photon population of a linear resonator under a time dependent voltage
drive, plotted on real Q and imaginary I axes. (a) If the drive frequency is on resonance with
the resonator then the photon population will grow proportional to the drive time t with drive
phase φ. (b) An off resonant drive will have an oscillating phase relative to the photons in
the resonator. This relative phase determines if the applied voltage drives or damps the circuit
and lowers the maximum possible α by a factor of 1/∆ω. For large detunings the state of the
resonator will simply oscillate quickly around a state of 〈0〉 average photons.

amplitude such that |α|2 = 1. If however, we then calculate the probability of being in the

|1〉 state, we find that it is only 1/e along with smaller probabilities of being in higher photon

number states. Obviously without being able to drive single photon excitations it is not possible

to use the lowest two energy levels as our logical qubit basis. In fact, the behavior of the

coherent state is semi-classical [29] and, except for features like quantum noise fluctuations,

the state response to an external linear drive can be entirely described by classical circuit theory.

The problem with using the quantum harmonic oscillator as a qubit is that the energy levels

are all equally spaced. The interaction term resonantly drives transitions not just from |0〉 to

|1〉, but to every higher level in the system. As we saw in the previous section, driving the
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resonator off resonance will induce relative phase oscillations, which average the displacement

to zero for large detunings. Thus it should be possible to create the desired two-level state in

a superconducting circuit by constructing an anharmoic oscillator, in which the various energy

levels are not equally separated. In this way we can choose which state transition to drive by

altering the frequency of our drive tone.

3.1.2 Nonlinear resonators create anharmonic oscillators.

To understand how to engineer this anharmonicity, it is helpful to first consider a classical

circuit Hamiltonian with a nonlinear element supplied by the current and phase relations of the

Josephson junction

V =
Φ0

2π
δ̇ (3.24)

I = Ic sin (δ) . (3.25)

Here Ic is the critical current of the junction, δ is the phase across the junction, and Φ0 is the

flux quanta. To relate this behavior to our previous analysis, it is helpful to make a substitution

for δ and rewrite it in terms of the flux variable Φ as

δ =
2π

Φ0

Φ. (3.26)

Written in this way, the voltage across a Josephson junction is given by Faraday’s law V = Φ̇,

just like the linear inductor. The Josephson current equation then becomes

I = Ic sin

(
2πΦ

Φ0

)
. (3.27)
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For small Φ we can approximate the junction current as

I =
2πIc
Φ0

Φ, (3.28)

and define the useful Josephson inductance constant LJ0 = Φ0/(2πIc) based on the definition

of flux Φ = LI . The non-linearity of the device is evident from the differential Josephson

inductance

LJ ≡
Φ̇

İ
(3.29)

=
LJ0

cos
(

2πΦ
Φ0

) . (3.30)

This effective Josephson inductance varies depending on the flux amplitude, making the re-

sponse nonlinear in Φ. By replacing the linear inductor of a parallel LC circuit with a Joseph-

son junction of equivalent junction inductance LJ , we create the non-linear oscillator shown in

Fig 3.3 (a).

To write the Hamiltonian for this circuit we first calculate the potential energy due to the

nonlinear element, by integrating the product of junction voltage and current with respect to

time.

E =

∫
IV dt (3.31)

E =

∫
Ic sin

(
2πΦ

Φ0

)
Φ̇dt (3.32)

E = −Φ0Ic
2π

cos

(
2πΦ

Φ0

)
(3.33)

Adding this potential energy term to the kinetic energy term, we get the nonlinear circuit

Hamiltonian
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non-linear element creates 
anharmonic oscillator

(a) (b)

charge operator expressed
with Pauli operators

Figure 3.3: Diagram of a quantum anharmonic oscillator (qubit). (a) The non-linearity of
the Josephson junction creates an anharmonicity in the oscillator, changing the energy level
spacing between different energy levels. This energy difference isolates the ground and first
excited state for logical qubit operations. (b) A voltage bias, applied through a coupling ca-
pacitor, changes the energy of the system through the same interaction term as the quantum
harmonic oscillator. For the anharmonic oscillator the creation and annihilation operators can
be replaced by the Pauli operators σ+ and σ−.

H =
Q2

2C
− Φ0Ic

2π
cos

(
2πΦ

Φ0

)
(3.34)

=
Q2

2C
− EJ cos

(
2πΦ

Φ0

)
, (3.35)

where we have grouped the various terms making up the cosine amplitude into the junction

energy EJ = Φ0Ic/2π. To understand how this Hamiltonian relates to the simple harmonic
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oscillator, we can expand the cosine function in terms of the variable Φ. Expanding to fourth

order in Φ we get

H =
Q2

2C
− EJ

[
1−

(
2π

Φ0

)2
Φ2

2
+

(
2π

Φ0

)4
Φ4

24
− ...

]
. (3.36)

The first term in the potential is just an energy offset −EJ which will have no effect on the

dynamics of the system can can largely be ignored. If we include the second term we see that

H =
Q2

2C
+ EJ

(
2π

Φ0

)2
Φ2

2
(3.37)

=
Q2

2C
+

1

LJ0

Φ2

2
(3.38)

=
Q2

2C
+

1

2
Cω2

rΦ
2 (3.39)

where ωr =
√

1/CLJ0. Thus if Φ is small relative to the flux quantum Φ0, the Hamiltonian

approximates that of a linear resonator. This approximation will be helpful in understanding

the quantum behavior of the circuit.

If the quantum state of our non-linear circuit is well localized in a single well of the co-

sine potential, we can understand the behavior of the system by using the quartic term of the

Hamiltonian as a perturbation of the quantum harmonic oscillator at small Φ. To ensure that

this is the case, we will operate our device in the “transmon” regime [30] characterized by

EJ/Ec � 1 where Ec = e2/2C. This has the added benefit of making it robust against charge

noise in the system [30]. Taking the quantum harmonic oscillator as the unperturbed system

Hamiltonian, we get the familiar photon number states |n〉 and energy levels ~ωr(n + 1/2).

We can then apply first order perturbation theory to these states to calculate the energy level

perturbation given by
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E ′n = −EJ
24

(
2π

Φ0

)4

〈n|Φ̂4|n〉 (3.40)

E ′n = −EJ
24

(
2π

Φ0

)4

Φ4
zp〈n|(a+ a†)4|n〉 (3.41)

to find the resulting qubit Hamiltonian. The perturbed energy levels from this term are calcu-

lated in Ref. [30], and described by

En = −EJ + ~ωr
(
n+

1

2

)
− Ec

12

(
6n2 + 6n+ 3

)
. (3.42)

Here each energy level consists of the offset term −EJ , the unperturbed photon energy level

~ωrn and a correction from the quartic perturbation given by multiples of the term Ec. Calcu-

lating the transition energies from this equation we get

~ω10 = E1 − E0 = ~ωr − Ec (3.43)
~ω21 = E2 − E1 = ~ωr − 2Ec (3.44)

Thus the term Ec represents an anharmonicity in the energy levels, reducing each transition

frequency more and more as the photon number increases. This difference in the energy level

separation is important because it allows us to address different energy level transitions by

driving at different frequencies. For a typical transmon this anharmonicity is defined as η =

ω10 − ω21 and is of the order η/2π ≈ 200 MHz.
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3.2 Qubit operation

3.2.1 Logical gates

With the qubit anharmonicty provided by the quartic perturbation term of the nonlinear Hamil-

tonian, we can ideally describe the lowest two levels of the nonlinear resonator as a two-level

state. When describing the behavior of a two-level state, it is helpful to use the Bloch sphere

representation, shown in Fig. 3.4, in which the |0〉 and |1〉 states correspond to the poles of the

sphere. We can also express state measurements and qubit rotations in terms of the familiar

Pauli operators. With this notation we can express the Hamiltonian simply as

Ĥ = ~
ωq
2
σZ , (3.45)

where σZ is the pauli Z operator and ωq = ω10. Here we have omitted the hat notation for the

Pauli operators for simplicity. We can also replace the creation and annihilation operators in Q̂

with the terms σ+ and σ−. Thus the charge operator becomes

Q̂ = Qzpi(σ+ − σ−). (3.46)
(3.47)

As analogues of the creation and annihilation operators, σ+ and σ− have a similar time depen-

dence given by

σ+ → σ+e
iωqt (3.48)

σ− → σ−e
−iωqt. (3.49)
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Just as an excitation in the harmonic oscillator evolved in phase with the term exp(−iωrt),

the qubit state evolves in phase with the term exp(−iωqt) around the Z axis of the Bloch

sphere. This can be seen in the time dependence of the rotation operators σX and σY . In the

Schrodinger picture, a rotation about a given axis will have a different effect depending on the

phase of the qubit state. In the interaction picture, this is reflected in the time evolution of the

σY operator described below

σY = i(σ+ − σ−) (3.50)
= i

(
σ+e

iωqt − σ−e−iωqt
)

(3.51)
= i (cos(ωqt)(σ+ − σ−) + i sin(ωqt)(σ+ + σ−)) (3.52)
= cos(ωqt)σY − sin(ωqt)σX . (3.53)

Thus, in the interaction picture a rotation operator will evolve between σX and σY with angular

frequency ωq.

Just like with the harmonic oscillator we can add energy to the system by applying a voltage

drive through a coupling capacitor. We can then calculate the same time evolution operator in

the interaction picture

U = exp
(
− i
~
Qzp

Cc
C

∫ t

0

Vext(t
′)i(σ+e

iωqt′ − σ−e−iωqt
′
)dt′
)
, (3.54)

for which the only difference is that we have replaced the creation and annihilation operators

with Pauli operators. If we also apply the same time dependence to our drive voltage

Vext(t) = V0 cos(ωt′ + φ) (3.55)

=
V0

2

(
e−i(ωt

′+φ) + ei(ωt
′+φ)
)

(3.56)

We can conduct a similar simplification of the time dependence of the interaction. If we multi-
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ply through the oscillator terms, disregard the terms with±(ω+ωq), and make the substitution

∆ω = ω − ωq we get

Vext(t
′)Q̂(t′) = Qzp

V0

2
i
(
e−i(ωt

′+φ) + ei(ωt
′+φ)
)(

σ+e
iωqt′ − σ−e−iωqt

′
)

(3.57)

= Qzp
V0

2
i
(
σ+e

−i(∆ωt′+φ) − σ−ei(∆ωt
′+φ)
)

(3.58)

= Qzp
V0

2
i (cos(∆ωt′ + φ)(σ+ − σ−)− i sin(∆ωt′ + φ)(σ+ + σ−))(3.59)

= Qzp
V0

2
(cos(∆ωt′ + φ)σY + sin(∆ωt′ + φ)σX). (3.60)

Our time evolution operator then becomes

U = exp
(
− i
~
Qzp

Cc
C

∫ t

0

V0

2
(cos(∆ωt′ + φ)σY + sin(∆ωt′ + φ)σX)dt′

)
(3.61)

Where we have re-expressed the σ+ and σ− operators into a mixture of σX and σY operators.

To appreciate what this difference means physically, let us examine the simple case of

driving on resonance with zero phase (∆ω = 0 and φ = 0). In this case the time evolution

equation becomes

U = e−iασY (3.62)

α =
1

~
Qzp

Cc
C

∫ t

0

V0

2
dt′. (3.63)

Interestingly, this is exactly the same expression for α we calculated for the displacement

operator in the harmonic oscillator case. We can understand the effect of this displacement

operator with σY by expanding the exponential function in a Taylor series, and grouping the

even and odd terms together to get
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U = e−iασY (3.64)

U =
∞∑
n=0

(−iασY )2n

(2n)!
+
∞∑
n=0

(−iασY )2n+1

(2n+ 1)!
(3.65)

U = cos(α)I − i sin(α)σY , (3.66)

where I is the identity. Thus for the simple case of resonant drive with zero phase, the time

evolution operator causes the system to undergo a rotation around the Y axis of the Bloch

sphere with angle 2α; the factor of 2 in front of α comes from the fact that an angle of α = π

completes a 2π rotation from |0〉 to −|0〉. For a drive phase of φ = π/2 we could calculate

a similar expression for σx and rotate around the X axis of the Bloch sphere. The qubit state

rotation for general α and φ is shown graphically in Fig 3.4 (a). Thus the same pulse that drove

a displacement of the harmonic oscillator in the IQ plane can be used to drive a continuous

rotation of the qubit state along the surface of the Bloch sphere.

While our resonant drive analysis is accurate for a perfect two level state, for the super-

conducting qubit we must ensure we are not also populating higher energy level states. This

is particularly important in deciding how to turn our qubit drive on an off. Fourier analysis of

different drive pulses shows that a simple square wave would lead to a non negligible resonant

driving of the higher level states, through frequency broadening of the drive tone [31]. For this

naive pulse we can treat the higher levels as two-level states undergoing an off-resonant drive.

The effect of this off-resonant drive, shown in Fig. 3.4 (b), can be thought of as a combination

of two rotation vectors. The state is rotating around the Y axis with a frequency proportional
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Z-axis rotation at  
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Figure 3.4: Evolution of a qubit state on the Bloch sphere under a time dependent voltage
drive. (a) If the drive frequency is on resonance with the qubit it will execute a σX or σY
rotation of angle α around an axis on the equator with relative phase φ. (b) If the drive is not
resonant with the qubit frequency it will change the angle of the rotation axis by introducing
a rotation around the Z axis with frequency ∆ω. This tilted rotation axis limits the maximum
excited state population in the qubit, and for large detunings causes the the state of the qubit to
oscillate quickly around |0〉.

to the constants of the interaction term

α0 =
Qzp

~
Cc
C

V0

2
, (3.67)

and around the Z axis with a frequency equal to ∆ω. Based on the description of a generic

two-level state from Ref. [29] we can conclude that the angle θ of this rotation axis is a result

of the ratio of the drive term and the detuning

tan(θ) =
α0

∆ω
(3.68)
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allowing for a maximum excited state probability of

Pmax =
4α2

0

4α2
0 + (∆ω)2

(3.69)

For a typical transmon the detuning is set by the nonlinearity η/2π ≈ 200 MHz, and the

typical X or Y rotation time is of order tgate = 25 ns, which for a constant drive would make

α0/2π ≈ 10 MHz. Using Eq. 3.69 we calculate that with a simple square wave pulse we could

induce an error with a probability of order 1 percent.

Fortunately, this error can be drastically reduced through more careful application of pulse

shaping to the qubit drive [31, 32, 33]. In this scheme, the constant voltage term V0 is multiplied

by a slowly varying envelope function e(t). If chosen carefully, such a shaped drive pulse will

execute a complete rotation from the |0〉 to the |1〉 state with a rotation angle of

1

~
Qzp

Cc
C

V0

2

∫ t

0

e(t′)dt′ ≈ π

2
. (3.70)

At the same time this shaped pulse ensures rotations of the |1〉 to the |2〉 state are negligible

1

~
Qzp

Cc
C

V0

2

∫ t

0

e(t′) cos(ηt′)dt′ ≈ 0, (3.71)

1

~
Qzp

Cc
C

V0

2

∫ t

0

e(t′) sin(ηt′)dt′ ≈ 0. (3.72)

By combining cosine shaped pulses and the DRAG protocol [33], superconducting qubit sys-

tems have reduced the |2〉 state error per gate below 1 × 10−4 [33], and as low as 1 × 10−5 is

more recent (unpublished) work.

While superconducting qubits can execute high fidelity single qubit rotations, this is not

enough to conduct a BLGI experiment. To do this we also require a high fidelity two-qubit

entangling gate. In superconducting qubit systems this can be accomplished with the adiabatic
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C-phase gate [34]. This gate however, requires an ability to tune the qubit frequencies dynam-

ically. In addition to a good two-qubit gate, frequency tunability would also allow us to avoid

frequency crowding in multi-qubit systems.

We can incorporate this tunability into the transmon circuit by replacing the single Joseph-

son junction with a DC SQUID, consisting of two junctions on opposite branches of a super-

conducting loop. If both junctions in the loop have the same critical current then the SQUID

has the same current phase relationship as a single junction but with a tunable critical current

described by the equation

Imax = 2Ic|cos

(
πΦext

Φ0

)
| (3.73)

Where Ic is the critical current of each junction in the loop and Φext is an externally applied

flux. Since the qubit frequency is proportional to the square root of the critical current, we can

tune the qubit frequency down from a maximum value at Φext = 0, towards zero frequency

when Φext = Φ0/2. The two-qubit C-phase gate along with single qubit X and Y rotations,

are all the gates necessary for a BLGI experiment. Additionally, all these gates have been

demonstrated with greater than 99 percent fidelity in randomized bench marking of a 5 qubit

chip [27].

3.2.2 State readout

The last element necessary to conduct a BLGI experiment is an effective method of qubit

state readout. In superconducting qubits this is typically accomplished through the dispersive

interaction [24] between a qubit and a linear resonator. This interaction can be engineered
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through capacitave coupling of the qubit and resonator, shown in Fig 3.5, and is described by

the Jaynes-Cummings Hamiltonian [35]

Ĥ = ~ωra†a+
~ωq
2
σZ + ~g(σ+a+ σ−a†). (3.74)

This Hamiltonian consists of the resonator energy term, the qubit energy term, and an interac-

tion term with coupling energy ~g, which models the interaction between a two-level state and

the electric field in a resonant cavity. In this expression, the ground state energy of both the

qubit and resonator has been scaled out, such that the energy depends only on photon occupa-

tion in either circuit. The coupling term g is derived from the coupling capacitor Cg, the circuit

capacitance of the qubit Cq and resonator Cr, and the resonant frequencies of both circuits. In

the typical limit where Cq, Cr � Cg the term can be written simply as

g ≈ Cg

2
√
CqCr

√
ωqωr. (3.75)

As this term is much smaller than either the qubit or resonator frequency, we can treat the

interaction term as a perturbation on the Hamiltonian. After calculating the effect of this term

to second order in perturbation theory, we get energy corrections which depend on both the

qubit state and the resonator photon number n. Grouping these terms together based on their

associated state, we can write a new Hamiltonian which describes the state dependent energy

shifts in the system

Ĥ ′ ≈ ~ωra†a+
~ωq
2
σZ + ~χa†aσZ (3.76)

where χ = g2/∆ and ∆ = ωr − ωq. In practice however, we must include the |2〉 state of the

qubit in such a calculation, which leads to a correction factor based on the qubit anharmonicity
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η. After including these corrections χ is described by

χ =
g2

∆

η

η + ∆
. (3.77)

The full calculation of χ is discussed in Ref. [30]. The importance of this energy correction to

the Hamiltonian is that it can be thought of as a state dependent frequency correction to either

circuit. We can see this by grouping the correction term together with the resonator energy

term, which gives us

H ′ = ~(ωr + χσZ)a†a+
~ωq
2
σZ . (3.78)

This is equivalent to a shift in the frequency of the resonator by 2χ which depends on the

state of the qubit. As we saw in the previous section, voltage driving this linear resonator

with a capacitively coupled drive line populates it with a semi-classical coherent state. Let us

also postulate that the dispersive frequency shift is engineered such that 2χ ≈ κ, where κ is

the bandwidth of the resonator. In this case, a probe tone applied between the two possible

resonant frequencies, shown in Fig. 3.5, will pick up a phase shift from the resonator which

depends directly on the state of the qubit. This phase shift, encoded on the large coherent drive

of the resonator, can then be measured with a classical detector to infer the state of the qubit.

Given the symmetry of the dispersive coupling, there is also a measurement dependent

back action on the qubit. Just as the resonator frequency depends on the qubit state, the qubit

frequency depends on the number of photons in the resonator. This can be seen by grouping

the terms in the Hamiltonian

H ′ = ~ωra†a+ ~
(
ωq + 2χa†a

2

)
σz. (3.79)
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Figure 3.5: Diagram of dispersive readout of a superconducting qubit. The qubit is capacitively
coupled to a linear LC resonator which is capacitively coupled to a transmission line. The joint
Hamiltonian has independent terms for the qubit, the resonator, and a coupling term which de-
scribes how energy in either circuit shifts the frequency of the other. By picking a measurement
frequency in between the two possible resonator frequencies the probe tone picks up a qubit
state dependent phase shift, which can be measured by a room temperature detector.
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When driving at the intra-resonator frequency used in dispersive readout, each photon in the

resonator shifts the qubit frequency by 2χ in what is known as the AC Stark shift [36]. An

important difference between the two circuits, is that the resonator is typically populated with

many tens of photons, leading to much larger frequency shifts in the qubit. As the number of

photons in the resonator increases, this back action can produce state transitions in the qubit

[28]. Such state transitions are not well understood and can leave excess |1〉 state population

in the qubit, requiring a longer cool down period between iterations of an experiment. This

creates constraints on the power used in dispersive readout which will be discussed in the next

chapter.

3.3 Conclusion

Superconducting qubit systems, because they provide all the elements necessary for a general

quantum processor, are an excellent system for conducting our BLGI experiment. High fidelity

single-qubit gates have been demonstrated with the straight forward application of microwave

control tones. DC control tones provide high fidelity two qubit gates, and allow for tunable fre-

quency spacing in complex coupled qubit systems. Lastly the dispersive interaction between

a qubit and a linear resonator allows one to easily turn measurement on and off for individual

qubits. Measuring this dispersive readout signal at room temperature however, is a distinct and

difficult challenge. The the AC stark shift limits the power of the measurement tone we can ap-

ply. Typical measurement power is far below the measurement threshold of room temperature

electronics, and requires significant amplification. In the next chapter, we discuss some of the
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constraints on dispersive readout and the role of the microwave amplifier chain in high fidelity

qubit measurement.
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Chapter 4

Dispersive readout and the microwave

amplifier chain

For inequality experiments like the BLGI, a violation requires non-classical correlations in an

ensemble of measurements. Experimental errors which might affect these measurement statis-

tics are troubling because they can lower the maximum possible violation, or if corrected for,

introduce potential loopholes. In the previous chapter we discussed how state readout in super-

conducting qubit systems is accomplished through the dispersive interaction of the qubit and a

linear resonator. In this chapter, we will discuss some of the experimental details of dispersive

readout and how they relate to the BLGI. In particular we will discuss the difference between

measurement efficiency and measurement visibility, as well as the role of supplemental tech-

nologies like microwave amplifiers which are crucial for high fidelity measurement.
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4.1 Quantum state detection: efficiency vs visibility

4.1.1 Disepersive readout is naturally efficiency

When describing the effectiveness of qubit state detection there are two important but subtly

different concepts. The first of these concepts is measurement efficiency, which depends on

the likelihood of detecting a null result when conducting a measurement. In optical inequality

experiments involving detection of single photons, there are often loses in the system which

absorb incoming photons. In some cases only a relatively small fraction of the emitted photons

are ever detected. As such, correlation measurements between two photons are scaled by the

probability of detecting any photon at all. This is the basis of the fair sampling [9] and disjoint

sampling [10] loophole discussed in chapter 1. On the other hand, the dispersive interaction

of the qubit and resonator couples the qubit state to every photon entering the resonator. Even

if some of the photons are absorbed the state can still be detected by simply measuring longer

or increasing the signal power. Thus superconducting qubits hold an advantage over many

quantum systems in that the method of dispersive readout has extremely high intrinsic detection

efficiency.

4.1.2 Visibility is key

The second factor to consider in qubit state readout is the visibility of the measurement. Visi-

bility refers to the difference between the maximum probability of measuring the |0〉 state and

the maximum probability of measuring the |1〉 state. High visibility measurement is important
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because the amplitude of the BLGI correlator 〈C〉, is particularly sensitive to single qubit mea-

surement visibility. Even with no additional sources of error, the single qubit visibility must

exceed 90 % for a robust violation [37]. While the measurement probabilities can be re-scaled

for unit visibility, this introduces another potential BLGI loophole and should be avoided. To

ensure a robust violation and to account for other sources of error, we should strive for a sin-

gle qubit measurement visibility of 97 % or greater. With this goal in mind, there are certain

constraints on the measurement due to the fundamental qubit physics.

The first of these constraints comes from spurious |1〉 state population in the qubit. As we

saw in the previous chapter, for typical excitation frequencies and operation temperatures the

qubit should idle in the ground state. While most algorithms assume this to be the case, there

is often a small probability that the qubit begins in the excited state, which alters its behavior

throughout the algorithm [38]. If nothing is done to address this, the excited state probability

reduces visibility symmetrically for both states. One of the most effective ways to deal with

this spurious |1〉 state population is to use heralding [39], in which a measurement is conducted

before and after the algorithm. By discarding every iteration in which the qubit is initialized

in the |1〉 state, we can prevent this spurious excited state population from affecting the BLGI

measurement. For this method to be effective, we must ensure the measurement itself does

not change the state of the qubit. As we discussed in the previous chapter, back action from

dispersive readout can cause these state transitions if the probe signal is used with too much

power [28]. For the purposes of this chapter, let us assume a safe limit of about 50 resonator

photons during steady state measurement.
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The second physical constrain on dispersive measurement comes from the coherence time

T1 of the qubit. For any finite T1, there is a probability that the qubit state can decay from the

excited state to the ground state during the measurement. This represents a loss of visibility

which only affects the |1〉 state but can become significant if the measurement takes too much

time. Assuming our visibility threshold of over 97 %, we can calculate a rough time limit given

an average qubit coherence time T1 ≈ 30µs. Assuming this time, the measurement of a qubit

state should not exceed ∼ 1µs. This is a reasonable threshold given the typical bandwidth of

readout resonators is of order κ ≈ 1/1µs [40]. This bandwidth sets the “ring up” time of the

resonator, which is roughly the time required for the photons entering and leaving the resonator

to reach equilibrium [41], and for sufficient state information to be accumulated.

The final constraint on visibility in our system is the fidelity of the underlying measurement

itself, defined as the probability that a given measurement correctly identifies the qubit state.

For example, if the fidelity of the measurement is 90 % then a detector will identify a qubit in

the |1〉 state as being a |0〉 state 10 % of the time. In dispersive readout, this error probability is

symmetric for both states so that the decrease in visibility is twice the error rate of the measure-

ment. Given the constraints imposed by the qubit physics on signal power and measurement

time, much of the difficulty in achieving high measurement fidelity is in improving the sensi-

tivity with which this signal is measured. To describe this quantitatively, we must understand

the relationship between errors, signals, and noise.
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Figure 4.1: Diagram of state dependent resonator signals plotted on the IQ-plane and the error
rate which results from overlap of the Gaussian distributions. The center of the blobs depend
on the amplitude and phase of the measurement probe tone. The magnitude of the Gaussian
distributed noise directly depends on the signal to noise ratio of the measurement. The error rate
depends on the overlap of between the Gaussian distributions and the measurement threshold
chosen.

4.2 Separation fidelity and signal to noise ratio

In dispersive readout, a microwave probe tone enters the resonator and acquires a phase shift

depending on the state of the qubit. If we then mix this theoretical signal, with amplitude V and

phase φ, to zero frequency it represents a single point on the IQ plane. A measurement of this

point is then effectively a measurement of the qubit state. In a real experimental detector, this

simple picture is complicated by a background of white noise coming from voltage fluctuations

in the system [42]. An actual measurement of the output signal produces a spread of possible

IQ values with a Gaussian distribution, whose center is described by V and φ. If the distance

between the center of the |0〉 state distribution and the center of the |1〉 state distribution is

equal to x, then we can define a threshold axis which is a distance x/2 from each center. Any

point on one side of the axis is considered a |0〉 state measurement, and any point on the other
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Table 4.1: Evaluation of separation error ε vs. SNR
parameter 1 2 3 4 5 6 7

SNR 0.5 1 2.5 5 10 20 40
ε 0.309 0.240 0.132 0.057 0.013 7.82e-4 3.87e-6

side is considered a |1〉 state measurement. An illustration of a set of IQ blobs is shown in

Fig 4.1, evenly distributed on either side of the Q axis of the IQ plane. In this case the line

I = 0 is a natural threshold for our measurement. For this example, the spread in each data set

means that there is a slight overlap in the two distributions. The measurement fidelity thus be

described as a separation fidelity which depends on the size of this overlap.

The separation fidelity in this example can be calculated by integrating over the Gaussian

distribution of signals on the “wrong” side of the threshold. While the actual distribution is two

dimensional, we can more easily understand the scaling by considering the error in I along the

line connecting the center of both blobs. In this one dimensional calculation, the probability

of accidentally measuring a |1〉 state signal when the qubit is in the |0〉 state is described by a

guassian distribution of width σ

ε =
1√

2πσ2

∫ ∞
0

e
−(I+x/2)2

2σ2 dI. (4.1)

Here the threshold is at I=0, the state blobs are centered at I = ±x/2. By a substitution of

variables and some minor algebra we can rewrite the integral as the special function erfc.

ε =
1

2
erfc
[

x

2
√

2σ

]
. (4.2)

From this we can see that the separation fidelity depends directly on the ration of x and σ.
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In this measurement the distance between each blob and the center of the IQ plane is

equivalent to the voltage amplitude V of the signal. The power from such a signal is equivalent

to V 2/2Z where Z is the impedance of the room temperature detector. Similarly the power of

the noise signal is equivalent to the variance divided by the impedance of the room temperature

detector σ2/Z. In this case the signal to noise ratio or SNR in units of power is described by

V 2/2σ2. The distance between the state blobs x is generally related to the voltage amplitude

a trigonometric factor depending on the relative phase shift of both blobs. To simplify the

analysis here, we will simply assume that V ≈ x and SNR ≈ x2/2σ2. Using this we can make

the substitution

x

2
√

2σ
≈
√

SNR
2

, (4.3)

such that

ε ≈ 1

2
erfc
[√

SNR
2

]
. (4.4)

Thus, given a reasonable geometric correction factor from a properly engineered phase shift,

the separation fidelity is a simple function of the signal to noise ratio of the microwave probe

tone. The value of ε vs. SNR is shown for various values in the table 4.1.
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4.3 Signals and noise

4.3.1 Comparing in units of power

To understand the signal to noise ratio of our measurement system, we must be able to com-

pare the contributions of all the various signals and noise sources. Up to this point, we have

generally described coherent microwave signals as either sinusoidal voltage drives, or in the

case of a linear resonator, coherent states with average photon number n. In large microwave

systems however, it is often more advantageous to consider the signal in units of power. As we

saw in the last section we can describe the power of a voltage drive as P = V 2/2Z. Here Z

is the impedance of the environment, which for most commercial hardware is Z = 50 Ω. For

a resonant circuit we can convert between drive power and photon number using the formula

P = n~ωB where B is the bandwidth of the resonator. This gives us as easy way to con-

vert between two different types of signals in our system, the voltage amplitude of a classical

drive pulse and the photon population of a quantum harmonic oscillator. Additionally, power

is usually converted into the logarithmic dBm scale described by

PdBm = 10log10 (1000Pwatts) , (4.5)

for which 0 dBm is 1 mW of power. This allows easy comparison of signals across many

orders of magnitude, which is important in superconducting qubit experiments where many

levels of attenuation or amplification are necessary to properly isolate the qubit.

Noise in the system is typically described by the spectral density function S(ω), which

has units of power per Hertz bandwidth or energy. At microwave frequencies in our system
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Figure 4.2: Dependence of noise power on measurement time for different kinds of signal
processing. Given a coherent signal with background white noise spectral density S(ω), the
noise power is simply S(ω) times the resolution bandwidth B which is given by B = 1/tmeas.
If a signal is being measured on the IQ-plane then decreasing the noise power has the effect
of shrinking the spread of the Gaussian measurement distributions around their average value.
For a measurement in the frequency domain, a longer measurement time allows us to decrease
the noise background while also increasing our resolution of the signal frequency.
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the noise is white noise resulting from the thermal (kT ) or quantum (~ω/2) fluctuations of

electrons in the 50 Ω environment. The spectral density of this noise is given by the general

equation

S(ω) =
~ω
2

coth

(
~ω

2kT

)
. (4.6)

From this formula we can see that the magnitude of the background noise in a system depends

on both the temperature and the frequency being measured. For typical qubit experiments

~ω � kT so S(ω) ≈ ~ω/2. For white noise, we can convert the spectral density into a noise

power by multiplying S(ω) by a measurement bandwidth B which has units of 1/t [42]. If

this bandwidth is set by a physical object like a filter, then fluctuations at frequencies too low

or too high are rejected by the filter. Similarly, the resolution bandwidth of a detector can

be set by changing the integrating time of the signal. In this case the resolution bandwidth

Bmeas = 1/tmeas comes from Fourier transforming the time domain signal. As the measurement

time increases noise fluctuations at higher and lower frequencies average to zero, because a

mathematical filter of shrinking bandwidth is applied to the signal. The effect of increasing

measurement time is shown in Fig. 4.2, for various kinds of signal analysis. In both cases,

increasing the measurement time is to decreases the magnitude of the background noise power

and the variance in the signal.

4.3.2 Amplifiers and detectors.

In addition to the environment noise, there is noise added to the signal by active elements like

amplifiers and detectors. While each active device adds noise to the signal in a nontrivial and
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ADC

Figure 4.3: Noise scaling in a typical microwave measurement chain. The System noise tem-
perature includes the noise added at each stage, scaled by the gain between the original signal
and that point in the chain. Ideally the gain of each amplifier is much larger than the input noise
the the following amplifier. In this case the system noise temperature is set by the environment
and the input referred noise of the first amplifier.
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distinct way, as long as the noise is smooth in frequency it can be reduced to a system noise

temperature for each device. This has the benefit of making the noise from each element easy

to compare to all other elements. In the case of an amplifier with gain Gamp and bandwidth

Bamp, one can describe the output noise power in terms of the noise temperature with the

expression Gamp(kTampBamp). The term Tamp now describes what is known as an input referred

noise temperature. If a signal enters the amplifier with power Psig, the output of the amplifier

is Gamp(Psig + kTampBamp). Similarly, for a detector with variable bandwidth Bmeas and input

referred noise Tdet measuring a coherent signal Psig, the signal to noise measure would be

described Psig/(kTdetBmeas).

For dispersive qubit measurements, the signal is typically measured at room temperature

with an analogue to digital converter (ADC). The average input referred noise of an ADC

is on the order of 105 K, which is far too high to measure the raw signal coming out of the

superconducting chip. To overcome this we can add amplifiers that operates with a lower input

referred noise, and a high enough gain to amplify the signal far above the noise temperature

of the next stage. The schematic in Fig. 4.3 demonstrates this concept with a resistor, two

amplifiers, and a detector. For each stage, there is a signal power and an input referred noise

for that amplifier/detector.

For typical cryogenic microwave measurements the cold amplifier consists of a high elec-

tron mobility transistor (HEMT) amplifier [43] with an input referred noise temperature of

2-5 K and 40 dB of gain. In addition to this, our room temperature amplifier has an input re-

ferred noise temperature of about 200 K and 60 dB of gain. In this case our signal is the noise
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from the cryogenic resistor which we shall label simply kT where T is the physical tempera-

ture in the system. If the input noise of our detector is 105 K, and the gain of the room tem-

perature amplifiers is 60 dB, then the effective noise from the detector at the amplifier input is

105K/106 = 0.1K. Thus the contribution from the detector is negligible when compared to the

input noise of the amplifier. Similarly, the noise due to the room temperature amplifier at the in-

put of the HEMT is 200/104 = 0.02 K, which is negligible compared to the noise of the HEMT.

Our total noise power at room temperature is then just Pmeas ≈ GHEMTGRTK(T +THEMT)Bmeas.

Thus noise temperature gives us a simple way to relate noise and signal power at many differ-

ent stages of measurement. From this we can see that for a properly designed amplifier chain,

the system noise temperature Tsys is set by the first amplifier in the chain and the noise of the

environment.

4.4 Signal to noise ratio in dispersive readout.

With our understanding of the signal and noise in microwave measurement, we can calculate

the separation fidelity possible in an actual dispersive measurement. First recall the equation

for separation fidelity Eq. 4.4 where SNR is the power ratio of our coherent probe tone and the

system noise. First we must apply the constraints we discussed on signal power and measure-

ment time coming from the fundamental qubit physics. As we discussed in the previous section

on visibility, the back-action during dispersive readout sets a limit on the number of photons

in the resonator which is determined experimentally to be around 200 photons [28]. For the

purpose of this analysis we shall assume a limit of about 50 photons. For a typical resonator
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bandwidth and frequency of 1.5 MHz and 6.5 GHz respectively, this corresponds to a signal

power of order -125 dBm. Similarly, T1 decay requires that we complete the measurement in

less that 1µs. This then sets our measurement bandwidth at Bmeas = 1/tmeas = 1 MHz. Given

these constraints on signal power and measurement bandwidth, the last parameter needed to

determine the separation fidelity is the system noise temperature.

Since we can expect a slight loss of visibility due to T1 decay, let us determine the system

noise temperature which will allow us to achieve ∼ 99.9 percent separation fidelity. Plugging

in numbers to Eq. 4.4 we reach the desired separation at SNR ≈ 20. This number can then be

directly calculated using the formula

SNR =
Psig

kBTsysBmeas
(4.7)

Tsys =
Psig

kBSNRBmeas
, (4.8)

which is our case is Tsys ≈ 1.2K. As stated before, the environment noise in qubit experiments

is set by the quantum fluctuations. For 6.5 GHz the ground state fluctuations correspond to

a noise temperature of about ~ω/2k ≈ 150 mK. If we subtract this value from the system

noise, we see that the input noise of the first amplifier should be about 1 K. While the HEMT

has sufficient gain to overcome higher stage amplifiers, the best noise temperature quoted by

HEMT manufacturers is just over 2 K. Additionally The input noise of an amplifier can vary

from system to system. To properly claculate our signal to noise ratio, we must conduct a

measurement of the HEMT noise.

To measure the system noise in our setup, shown in Fig. 4.4, we use a Y-factor measurement
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Figure 4.4: Schematic for experimental setup used to characterize noise. The left figure shows
the experimental setup with and microwave switches and circulators at base temperature. The
6-port switch is used to switch between a signal line used to characterize gain, and a 50 Ω
terminator which is heated to calibrate the HEMT noise. The right schematic shows the por-
tion of the fridge heated (red) to perform a Y-factor measurement. The two circulators provide
directional transmission, allowing signals to pass to the HEMT with negligible loss while pre-
venting HEMT noise from propagating qubit sample. As circulators are the dominant source
of loss, they must be included when calibrating the HEMT noise temperature.
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[41] with a heated 50 Ω resistor on the cold plate of our dilution refrigerator. The Y-factor is

calculated by measuring the output noise power of a 50 Ω resistor at two different temperatures.

For a system gain Gsys and HEMT noise temperature THEMT the power measured by our room

temperature detector is described by

Phot = GsyskBBmeas(Thot + THEMT) (4.9)
Pcold = GsyskBBmeas(Tcold + THEMT) (4.10)

Assuming we can accurately measure Phot, Pcold, Thot, and Tcold, we can reduce this to an

equation with only one unknown given by

THEMT =
Thot − Phot

Pcold
Tcold

Phot
Pcold
− 1

. (4.11)

In this setup the 50 Ω resistor is connected to the HEMT by copper microwave flex cables

at 30 mK, 2 circulators, and a Nb coaxial cable connected between 30 mK and the HEMT

at 4 K. Due to the difficulty of heating just the 50 Ω resistor we use a method in which the

entire cold plate of the refrigerator in heated to a much larger temperature (6 K) and allowed

to stabilize before a measurement is performed. The HEMT amplifier is on a different plate

and its temperature is held steady over the course of this experiment. This methodology, while

allowing for accurate temperature measurement of the resistor, can mis-characterize the effect

of loss between the resistor and the HEMT. Any dissipative loss on the 30 mK plate would

add noise to the signal as it was also at the higher 6 K temperature. In this case, we assume

the dominant source of loss comes from the microwave circulators, as the superconducting

and copper cables should have negligible loss at these temperatures. The circulator insertion

loss was measured at room temperature to be between 0.5 and 0.3 dB. Using this method the

68



HEMT noise was measured to be between 2.1-2.2 K, which is in good agreement with the

quoted commercial values. This is roughly a factor of two larger than the 1 K needed and

would lower the separation fidelity to roughly 99 %.

While 99 % separation fidelity is not particularly bad, there are additional losses between

the qubit and the HEMT which are not accounted for in a Y-factor measurement. The qubits

require extensive filtering to shield them from decoherence mechanisms like high frequency

radiation [44]. Additionally, elements in the chip packaging like wire bonds can cause standing

waves which further reduce signal power. In a realistic experiment, there can be as much as

6 dB of signal loss between the readout resonator and the input of the amplifier [28]. Just as

signal gain decreases the noise added by later stages, signal loss will make this noise appear

larger. Including this loss in our analysis the system noise due to the HEMT would be of order

8.4-8.8 K. This system noise gives us a separation fidelity below 90 %, or a visibility of only

80 %, making a violation of the BLGI impossible.

4.5 The quantum limit

As we saw in the previous section, we require a system noise temperature of around 1-2 K

which includes the 6 dB of loss from the qubit filters and connectors. From this we can calculate

that our first amplifier must have a total input referred noise of about 300-500 mK at frequency

ω/2π = 6.5 GHz. For a phase insensitive amplifier, in which the phase of the incoming signal

has no effect on the gain of the amplifier, this represents the lowest possible noise we can

achieve as determined by the quantum limit [45]. To see why this is the case, we can write
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down the general equations for a phase insensitive amplifier that couples input photons (a,a†)

to output photons (b,b†). These amplifier equations consist of

b = Ma+ La† + F (4.12)
b† = M∗a† + L∗a+ F † (4.13)

where the term M represents a phase preserving gain, the term L represents a phase conju-

gating gain, and the term F corresponds to any possible internal amplifier mode which might

add noise. As both a and b are photons, we know that [a, a†] = [b, b†] = 1. If we rewrite the

amplifier equations in terms of these commutation relations, we get

[b, b†] = |M |2[a, a†] + |L|2[a†, a] + [F ,F †] (4.14)
1 = |M |2 − |L|2 + [F ,F †]. (4.15)

From this we can see that unless the total gain of the amplifier is |G|2 = |M |2 − |L|2 is one,

the noise fluctuations described by [F ,F †] must be non-zero.

From the uncertainty principle we know that the noise fluctuation term obeys the bound

(∆F)2 ≥ 1

2
|[F ,F †]| (4.16)

With this we can calculate the minimum added noise from a phase insensitive amplifier as

(∆F)2 ≥ 1

2
|1− |M |2 + |L|2| (4.17)

(∆F)2 ≥ 1

2
|1− |G|2|. (4.18)

Thus the minimum value of the noise added from the term F is a half photon multiplied by

the gain of the amplifier. If we then include the half photon of noise coming from quantum
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fluctuations in the system, we get a quantum limit on the system noise of Tsys = ~ω. For a

phase insensitive amplifier measuring signals at a frequency ω/2π = 6.5 GHz the quantum

limit of noise is Tsys = ~ω/k ≈ 300 mK. If we include the loss due to qubit filters, this puts

us right at the 1.2 K system noise temperature we require. A more detailed discussion of the

quantum limit, including phase sensitive amplification can be found in Ref. [45].

4.6 Conclusion

From this analysis we can draw several conclusions about the effectiveness of dispersive read-

out in superconducting qubit systems. Dispersive readout has an efficiency approaching unity,

because the a qubit state is always detected. To improved the fidelity we can increase the signal

to noise ratio by using more signal power or measuring for longer. There are however, con-

straints on the signal power and measurement time which come from the fundamental physics

of the qubit. If we include these constraints into our analysis it becomes clear that we require

an amplifier which operates at or near the quantum limit of added noise. Additionally, this

amplifier must have enough gain to overcome the noise added by the HEMT amplifier which

follows it. In the next chapter we will discuss the Josephson parametric amplifier and its role

as a quantum limited amplifier for superconducting qubit readout.
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Chapter 5

Design and characterization of a lumped

element Josephson parametric amplifier

As discussed in the previous chapter, the nature of dispersive readout puts certain limitations

on the total system noise of the microwave readout chain. In particular for high visibility

measurements we require a system noise level that is at or near the qauntum limit. At the

microwave frequencies used in dispersive readout, few amplifiers have been able to reach this

noise limit. Of these, the most common are a parametric amplifiers based on the non-linearity

of the Josephson junction. The following is a description of the design and characterization of

a superconducting Josephson parametric amplifier used for high visibility single qubit readout.
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5.1 introduction

Low-power dispersive measurement of superconducting microwave resonators has become an

important tool for applications ranging from the search for dark matter[46], quantum-limited

measurements of mechanical resonators[47], and readout of superconducting qubits, where

single-shot sensitivity is desirable[24, 48]. These measurements are typically performed using

commercial cryogenic high-electron-mobility transistor (HEMT) amplifiers[43], which have

several GHz of instantaneous bandwidth but add many photons of noise to the measurement

signal. Recently a number of pre-amplifiers have been developed that achieve high gain with

near-quantum-limited performance, including DC SQUID amplifiers[49], the superconducting

low-inductance undulating galvanometer (SLUG) amplifier[50], TiN traveling wave parametric

amplifiers[51], and Josephson junction-based parametric amplifiers[52, 53, 54, 55, 56, 57].

In this chapter we present a lumped-element Josephson parametric amplifier (LJPA), with a

single-ended design and a high-bandwidth on-chip bias line, based on the approach in Ref [55].

The simple single-ended design, fabricated using a multi-layer fabrication process, eliminates

the need for a hybrid coupler used in differential designs. The amplifier can be pumped either

through its input port or through the bias line, using a number of different operating modes,

making the device easy to adapt to a variety of applications. We find this design yields wide

bandwidth, relatively high saturation power, and excellent noise performance.
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Figure 5.1: (Color online) Design of the paramp, where the signal is amplified through reflec-
tion off the non-linear resonant circuit. A circulator is used to separate incoming signals from
amplified outgoing signals. Top details the layout of the Josephson LC resonant circuit with
input port (left) and bias line (right). Bottom shows a micrograph of the device; false color
indicates the parallel plate capacitor (red square) and the SQUID (blue circle), adjacent to the
bias line. A DC current, applied via the bias line, changes the coupled flux and tunes the reso-
nant frequency of the amplifier. The device can be pumped through either the input port via the
directional coupler or through the flux-pump port. The pump (blue, dark) and response (green,
light) graphs display the five possible pump modes coupled to their respective terminals: (i)
ω-input, (ii) sideband-input, (iii) ω-flux, (iv) 2ω-flux, and (v) sideband-flux pumping.
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5.2 circuit design

Junction based superconducting paramps, regardless of design, depend on frequency mixing

via the nonlinear Josephson inductance. A sufficiently large pump tone can drive the circuit

into a non-linear regime where energy couples from the pump to other tones within the device

bandwidth. Parametric amplification occurs when the pump (ωp), at the correct frequency and

amplitude, transfers energy to a signal (ωs) and idler (ωi) tone. Depending on the design, a

paramp can operate as either a three-wave mixing amplifier, where (ωp = ωs + ωi) with typi-

cally ωp ≈ 2ωs, or four-wave mixing amplifier, where (2ωp = ωs +ωi) with typically ωp ≈ ωs.

In the degenerate output case (ωs = ωi) the signal and idler responses interfere to amplify

only one quadrature, making phase sensitive operation possible with no added noise[45]. In

the more general non-degenerate output case (ωs 6= ωi), the phase of the amplified signal is

preserved but an additional half photon of quantum noise is mixed into the signal response

from the detuned idler frequency. In either form of amplification the circuit remains supercon-

ducting and dissipates minimal energy internally. Thus the half photon (degenerate) or whole

photon (non-degenerate) of noise from quantum fluctuations is the dominant source of system

noise[45].

Existing paramps, using both three-[57] and four-wave mixing[53, 54, 55], operate in re-

flection mode: an incoming signal reflects off the amplifier, producing the outgoing amplified

signal and idler tones. A microwave circulator separates the incoming from the outgoing sig-

nals, and provides a 50 Ω matched environment to eliminate standing waves at the input.

The pump mode also dictates the hardware used in the signal path of the amplifier. For
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four-wave mixing (ωp ≈ ωs), the large amplitude pump tone is combined with the signal

using a directional coupler. In this case additional isolating hardware (typically a circulator) is

needed to prevent the reflected pump tone from perturbing the signal source (e.g. a qubit) in

the measurement line. This hardware can cause loss of signal and decreased system quantum

efficiency. In principle this can be avoided by using two equally detuned pump tones[58]

(sideband pumping in Fig. 5.1 (ii, v)), but both tones must be precisely balanced to optimize

paramp performance, making tuning the amplifier bias more complicated. Three-wave mixing

(ωp ≈ 2ωs), where a single pump tone (Fig. 5.1 (iv)) is applied to the flux port, naturally avoids

these constraints. Use of a single tone simplifies operation of the paramp, while pumping at

twice the signal frequency eliminates the need for a directional coupler and naturally separates

the pump and measurement signals.

In our single-ended device, as shown in the schematic and optical micrograph in Fig. 5.1,

the paramp resonant circuit consists of a SQUID loop with flux tunable inductance shunted

by a parallel plate capacitor, with a resonant frequency in the 4-8 GHz range. The resonator is

directly connected to the signal and ground of the 50 Ω input. We tune the resonant frequency of

the circuit by applying flux to the SQUID loop through an on-chip bias line, which is designed

as a 50 Ω coplanar waveguide (CPW).

This design leverages existing multilayer fabrication techniques first developed for use in

the Josephson phase qubit[59]. Low-loss amorphous silicon dielectric and low-impedance vias

allow for 3-D routing of signal wires. We use these features to make a compact parallel plate

capacitor and crossovers that eliminate CPW slot line modes. These devices have a capacitance
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C = 4.2 pF, a stray inductance Ls = 24 pH, and an unbiased junction inductance Lj = 68 pH

yielding a resonant frequency (2π
√
C(Ls + Lj))

−1 = 8.1 GHz with a coupled quality factor

(Q) of 10. The resonant frequency can be tuned from 4 to 8 GHz, shown in Fig. 5.2(a), with a

DC flux-bias current applied through the bias line with a mutual inductanceM = 1.4 pH. These

devices are mass produced using wafer-scale fabrication, which yields hundreds of devices in

parallel; we observe nominally identical performance between paramps from different chips.

This paramp, depending on which pump port is used and on the DC flux bias, can be

operated as either a three-wave or four-wave mixing amplifier. It can be operated as a four-

wave mixing amplifier by the application of either a single or two detuned pump tones at the

input port, which we refer to as ω-input pumping (5.1 (i)) and sideband-input pumping (5.1 (ii))

respectively. In addition, the paramp can be operated by driving RF flux through the SQUID

loop with the high-bandwidth flux bias line. This allows us to operate the device as either

a four-wave amplifier with ω-flux pumping (5.1 (iii)) or a three-wave amplifier with 2ω-flux

pumping (5.1 (iv)). It is also possible to operate the device with sideband-flux pumping (5.1

(v)), however more effort is required to tune the power of the pump tones on the flux-bias line.

Figure 5.1 enumerates the five pump modes and indicates how each pump enters the circuit

and the qualitative relationship between pump and amplified signal. The ability to use all five

modes allows the amplifier to be tailored to the requirements of a specific experiment.
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Figure 5.2: (Color online) (a) Reflected phase of a low-power microwave signal vs. signal
frequency (ω/2π) over the range of a half flux quantum of DC flux bias. The dashed line (zero
phase) corresponds to the linear (low power) resonant frequency and demonstrates a tunable
range from 4 to 8 GHz. (b) Power gain and system noise temperature (both referenced to
input of directional coupler in Fig. 5.1) vs. DC flux bias and pump power, for both ω-input
and 2ω-flux pump modes. With 2ω-flux pumping the device operates over a larger DC flux
range and exhibits an additional branch where the amplifier operates with higher bandwidth
at the cost of added noise. For both modes, the optimal point (white circle) was chosen to
maximize bandwidth and saturation power while maintaining large enough gain (22 dB) to
ensure quantum-limited noise performance. (c) Bandwidth, input saturation power and system
noise temperature vs. frequency, for both pump modes. Data was taken after tuning up the
amplifier to its optimal point (as shown in (b)) every 50 MHz from 5 to 7 GHz. We see
structure in the frequency dependence of the bandwidth and saturation power, which provides
evidence for impedance variations in the microwave environment. While the noise temperature
of the amplifier in the phase-preserving mode, obtained using both pump modes, scales with
the frequency-dependent quantum noise (red line) given by ~ω/kB, 2ω-flux pumping exhibits
far less deviation from the quantum limit than ω-input pumping.
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5.3 Comparison of 2ω and ω Pumping Modes

LJPA-style paramps, using ω-input pumping, have achieved gains greater than 25 dB and a

gain-bandwidth product in the hundreds of MHz[55]. This gain-bandwidth product has to date

proven to be an order of magnitude higher than paramps based on other resonant circuits[60,

61]. In our device we are able to replicate or exceed this performance with 2ω-flux pumping.

With our device we can identify the effect of pump mode on performance, using the same

device under identical conditions. Among the five possible modes, we thoroughly investigated

2ω-flux and ω-input pumping, because these modes are the easiest to use and yield the best

performance.

We compared the ω-input and 2ω-flux pump modes by measuring amplifier performance

vs. frequency, pump power and detuning, shown in Fig. 5.2 (b-c). For a given LJPA-style

amplifier, performance depends on pump power and the detuning between the pump frequency

and the low-power resonant frequency[62]. We changed the detuning by varying the DC flux

bias of the amplifier while keeping the pump frequency constant. Figure 5.2(a) demonstrates

the relationship between DC flux bias and the resonant frequency of the paramp, where we can

tune from 4 to 8 GHz by applying between -300 and 400 µA of bias current, corresponding to

a half-quantum of coupled flux. We characterized device performance using gain, bandwidth,

saturation power, and system noise temperature. At each frequency, power, and detuning, we

measured the transmission and noise power vs. frequency with the pump off, then we re-

measured the same quantities, as well as transmission power vs. signal power, with the pump

on. The gain was calculated as the increase in transmission power near the pump frequency,
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the bandwidth as the full width at half maximum (FWHM) of the gain as a function of fre-

quency, and the saturation power as the 1 dB compression point in gain vs. signal power.

These quantities were only measured for gains larger than 14 dB, below which the paramp

does not overcome the noise added by the HEMT. Here bandwidth refers to the full available

bandwidth (for a given power and detuning) for constant wave (CW) signals. When measuring

pulsed (wide-band) signals, only half of the FWHM bandwidth can be used without gener-

ating distortion from mixing between signal and idler tones. Lastly, we calculated the noise

temperature of the amplifier in the phase-preserving mode using the method of signal-to-noise

ratio improvement[55] over a standard HEMT amplifier, at frequencies slightly detuned from

the amplifier center frequency. Using a Y-factor measurement[41] with a heated 50 Ω resistor

installed on the mix plate of our dilution refrigerator (base temperature of 30 mK), the system

noise temperature with only the HEMT was found to range from 1.8 to 2.6 K.

In general, we find that the same gain, bandwidth, and saturation can be achieved at multiple

points in the pump power and detuning range, as shown explicitly for the gain in Fig. 5.2(b).

We find 2ω-flux pumping displays lower noise over a larger range of applied flux than does ω-

input pumping. Additionally, 2ω-flux pumping features a branch at larger pump powers, where

the amplifier operates with wider bandwidth, albeit at the cost of added noise. When ω-input

pumping, the optimal noise performance is at the lowest power and detuning (bottom-right

most point in Fig. 5.2) for a given gain. For 2ω-flux pumping the entire lower branch exhibits

quantum-limited performance. We ensured operation on the low noise branch, by tuning to

gains larger than 30 dB, which do not exist on the other branch. Then for consistency, we
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chose the lowest power and detuning on the low noise branch which achieves the desired gain.

Previous studies have shown that LJPA performance is strongly dependent on the impedance

of the environment in which the paramp circuit is embedded[63]. As this impedance varies

with frequency, we characterized this effect by measuring amplifier performance as a function

of frequency. Using the data from Fig. 5.2(b) we implemented a software algorithm that tunes

the amplifier to an optimal point in the parameter space, chosen as the smallest pump power

and detuning that achieves 22 dB of gain with near quantum-limited noise. In this way we

could ensure consistency between frequency measurements, eliminate experimenter bias, and

automate the procedure. The gain, bandwidth, saturation power and noise were measured using

this technique from 5 to 7 GHz, shown in Fig. 5.2 (c).

The data in Fig. 5.2(c) display oscillations in the paramp bandwidth ranging from 30 MHz

to 100 MHz, with an average of about 50 MHz. The saturation power, which scales with pump

power, also exhibits similar oscillations of several dB, with the average increasing steadily

from -125 dBm at 5 GHz to -110 dBm at 7 GHz. The average saturation power scales with

frequency because the pump power and frequency both scale with SQUID critical current. The

oscillations are evidence of variations in the impedance of the microwave environment, because

both bandwidth and pump power are strongly dependent on the coupling Q of the circuit[63].

We observe a larger than average input saturation power in this device resulting from lower

than average Q as well as stray geometric inductance. Stray inductance weakens the nonlinear

response of the circuit requiring more pump power to operate[64]. For both pump modes,

the noise temperature of the amplifier scales with the frequency-dependent quantum noise, but
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Figure 5.3: (Color online) Demonstration of dynamic frequency tuning of the amplifier. The
output power normalized to the signal power (plotted in blue, dark) corresponds to the paramp
gain, measured by mixing to DC and filtering. Starting at 0.2 µs a small amplitude 5.98 GHz
tone is applied to the paramp for 8 µs. Using a 1 Giga-sample per second (Gsps) arbitrary
waveform generator (AWG), the bias (plotted in green, light) is pulsed to 40 µA for 1 µs
bringing the paramp on resonance and amplifying the 5.98 GHz tone. Insert shows the leading
edge of power gain jump on a 60 ns time scale.
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2ω-flux pumping deviates far less from the quantum limit than ω-input pumping, especially at

lower frequencies.

5.4 Fast Resonance Tuning

In addition to allowing for multiple pump modes, the high bandwidth of the bias line can be

used to rapidly tune the resonant frequency of the amplifier by varying the DC flux bias. This

can enable one paramp to sequentially monitor multiple signals widely spaced in frequency,

e.g. for multiplexed resonator or qubit readout[65, 66, 67, 40, 23]. The paramp should re-

spond to a change in its resonant frequency over a time scale limited only by the paramp’s

quality factor. We verified this in 2ω-flux pump mode by tuning the paramp to yield a gain

of 14 dB at 5.98 GHz for a 2ω/2π = 12 GHz pump tone, corresponding to a paramp center

frequency of about 6 GHz. We then decreased the bias current by 40 µA, corresponding to a

paramp frequency of about 6.4 GHz, and effectively reducing its gain at 6 GHz to unity. To

test the paramp time-domain response we then applied a 1 µs duration, 40 µA pulse of current

generated by a 1 Giga-sample per second (Gsps) arbitrary wave form generator (AWG), and

monitored the time-dependent gain of a 5.98 GHz signal tone, as shown in Fig. 5.3.

The normalized paramp output power is shown in blue (dark) along with the AWG pulsed

bias current in green (light). The time-domain signal was digitally mixed to DC and the idler

tone and extra noise filtered. With the paramp off-resonant, the signal tone is only amplified

by the HEMT and following amplifiers. During the current pulse, we see the gain increase

suddenly by about 14 dB, in tandem with the DC current. The inset shows a fine time-scale

84



plot of the rising pulse edge. These data show that the resonant frequency can be changed by

several hundred MHz in less than 10 ns.

5.5 Conclusion

In summary, we have demonstrated a single-ended LJPA with gain exceeding 22 dB, gain-

bandwidth product greater than 500 MHz, a saturation power greater than -120 dBm, and near

quantum limited performance over an operating frequency from 5 to 7 GHz. This versatile

device also allows for the comparison of three- and four-wave mixing using ω-input and 2ω-

flux pumping modes. While the performance of the amplifier is similar for both pump modes,

2ω-flux pumping offers better noise performance. Since 2ω-flux pumping also requires fewer

components in the signal path, it is the preferred mode of operation. Lastly, we have demon-

strated the inclusion of an on-chip bias line allows us to rapidly vary the resonant frequency

of the amplifier. This could be used to read-out widely-spaced (in frequency) signals using

successive measurements separated by only ∼10 ns.

While this device demonstrates low noise and high gain, it is still insufficient to conduct a

BLGI experiment. While this device would allow us to conduct a high visibility measurement

of a single qubit, it lacks the bandwidth and saturation power to measure more than one or two

qubits at a given time. While we could attempt to use the time multiplexing feature documented

above, we would again be constrained by T1 decay during the overall measurement time. The

challenge then is to achieve the same performance in noise and gain while drastically increasing

bandwidth and saturation power. In the next chapter we will discuss one method of achieving
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this goal through the use of impedance matching to the external environment.
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Chapter 6

Impedance transformed parametric

amplifier

To to successfully carry out a BLGI experiment, we require up to four simultaneous qubit state

measurements all with high visibility. In the previous chapter we demonstrated a Josephson

parametric amplifier with quantum limited noise performance and high enough gain to over-

come the HEMT noise. The bandwidth and saturation power of this was not, however, capable

of conducting the four simultaneous qubit state measurements. To increase these parameters in

a superconducting JPA we require an unconventional approach to coupling, and a re-examining

the the 50ω environment. The following is a description of the resulting device known as the

impedance-transformed parametric amplifier.
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6.1 introduction

Parametric amplification is a result of frequency mixing via a nonlinear element coupled to

an external environment. Amplifiers based on this principle have achieved near quantum

limited performance[45], essential for high fidelity measurement of both optical [68] and

microwave [46, 24] signals. In the microwave domain the Josephson parametric amplifier

[52, 61, 54, 55, 56, 69] (JPA) has enabled new studies of quantum jumps [70] and measure-

ment of quantum trajectories [71]. While well suited to single qubit dynamics, progress in

scaling to larger quantum algorithms and fault-tolerant quantum computing [72, 27, 65] is lim-

ited by JPA bandwidth and dynamic range. JPA performance is constrained by weak coupling

between the nonlinear resonator and the environment, chosen to simplify amplifier dynamics.

In this chapter, we experimentally demonstrate a JPA operated in a previously unreported

regime of strong coupling to the environment. Physical insight into this coupling interaction

follows naturally from the “pumpistor” model of a flux driven superconducting quantum in-

terference device (SQUID), previously used to describe only degenerate (phase-sensitive) am-

plification [73]. By adapting the non-degenerate (phase-preserving) “pumpistor” theory [74]

we create a model which accounts for dramatic improvements in both quantum limited band-

width and dynamic range observed in this device. Additionally, by varying the environment

we demonstrate significant control over amplifier dynamics and provide a further verification

of the full “pumpistor” theory.
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6.2 Impedance-transforming the JPA

The JPA relies on the Josephson inductance to create a nonlinear resonator which is typically

weakly coupled to a 50 Ω embedding environment. When driven by a pump tone of sufficient

power, energy is coupled from the pump (ωp) into other signals within the resonator bandwidth.

A signal applied near the resonant frequency (ωo) results in an amplified signal (ωs) and idler

(ωi) tone. In this work, the amplifier is operated as a non-degenerate (phase-preserving) three-

wave mixing amplifier, where ωp = ωs+ωi and ωp ≈ 2ωo. The amplifier operates in a reflection

mode where a microwave circulator separates the incoming signal from the outgoing amplified

signal and idler tones, which are further amplified by a cryogenic following amplifier, typically

a high-electron mobility transistor (HEMT) amplifier [43].

The impedance-transformed parametric amplifier (IMPA) shown in Fig. 6.1 builds on a typ-

ical lumped-element style JPA consisting of a SQUID loop with 100 pH of combined geometric

and non-linear (Josephson) inductance Lj shunted by a 4 pF parallel plate capacitor C, for a

characteristic impedance of 1/ωoC ≈ 5 Ω. Typically, this resonator is coupled to a 50 Ω trans-

mission line, either directly or with a coupling capacitor. Practical measurements with the JPA

are limited by narrow bandwidth (10-20 MHz typ.) and the low signal power (-120 dBm typ.)

at which the amplifier saturates. These figures of merit are many orders of magnitude lower

than the HEMT following amplifier. Bandwidth in the JPA scales as 1/Q and saturation power

scales as I2
c /Q [63] where Ic is the critical current of the SQUID andQ = ZoωoC = Zo/ωoL is

the low power coupled Q of the JPA. For a fixed environment impedance Zo and frequency ωo,

the coupled Q and critical current cannot be varied independently because Lj ∝ 1/Ic, intro-
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Figure 6.1: (Color Online) Schematic and photograph of the IMPA. (a) Circuit diagram of the
IMPA (gray, light box) and accessory microwave hardware. The device consists of a nonlinear
LC resonant circuit coupled to the 50 Ω environment by a tapered transmission line, smoothly
varying from 50 Ω to 15 Ω, with profile shown in the inset. The bias port (right) injects current
Ibias to change the resonant frequency ωo of the circuit by varying the inductance of the SQUID
loop. Dominant sources of reflections (dashed blue lines) in the chain are the circulator, used
to separate incoming and amplified outgoing signals, and the wire-bond (pink, light) shown as
Zwb. (b) Photograph of device. The chip is a 3 mmX3 mm square. The gradient of the crossover
density is visible as the 20 mm long CPW becomes increasingly bronze (light) in color. The
LC resonant circuit is contained within the dashed box. On the right are photo-micrographs of
different regions of the hybrid CPW/microstrip transmission line. As the density of 2µm wide
crossovers (false color in black) increases, the impedance of the transmission line drops.
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ducing trade-offs between saturation power and bandwidth. This trade off can be circumvented

using multiple SQUIDS in series [75], but this makes fabrication less reliable and complicates

device operation.

In the IMPA, we instead transform the environmental impedance Zo, increasing coupling,

lowering Q and thus simultaneously increasing the bandwidth and saturation power. We use

a tapered impedance transformer (Fig. 6.1) to lower the effective external impedance seen by

the JPA from 50 Ω to about 15 Ω. In this way, we can directly probe the effects of lowering the

coupled Q while at the same time increasing both saturation power and available bandwidth.

A hybrid geometry was adopted for the taper, since the 15 Ω to 50 Ω impedance range is not

intrinsically suited to either a purely co-planar waveguide (CPW) or microstrip transmission

line. The tapered line consists of a fixed geometry CPW shunted with parallel plate capacitor

cross-overs. The sections with a cross-over approximate a microstrip transmission line, with

much lower local characteristic impedance. The small size of the crossovers (2µm) relative to

the wavelength of a 6 GHz photon, allows us to vary the impedance smoothly with the density

of crossovers, following a 20 mm long Klopfenstein taper [76, 41], a profile chosen to minimize

the pass-band ripple of the network; see Fig. 6.1 [77].

6.3 IMPA performance

Using this new device we measure a significant increase in average saturation power, the power

at which the gain compresses by 1 dB, with values as high as−103 dBm at 15 dB gain, as shown

in Fig. 6.2. Decreasing the coupled Q has the added benefit of increasing bandwidth. We have
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measured amplification bandwidths of nearly 700 MHz, shown in Fig. 6.2 for data centered

about 6.7 GHz. Due to the multi-peaked gain features visible in the figure, we define the

amplification bandwidth as the frequency range over which the device approaches the quantum

noise limit. We calculate system noise using the method of signal to noise ratio improvement

[55, 69] over the calibrated noise of the HEMT following amplifier. Further information on the

HEMT noise measurement can be found in Appendix B.

The increase in average saturation power up to −108 dBm is consistent with theoretical

expectations coming from both lower coupled Q (about 5 dB increase) and lower average gain

(about 2-3 dB increase). This increase in input saturation power allows the amplifier to amplify

both a higher power signal as well as quantum fluctuations from a larger bandwidth [77]. The

factor of 10 improvement in the bandwidth however, cannot be explained by the reduced cou-

pledQ. Moreover, the shape of the gain profile differs significantly from the typical Lorentzian

described by most resonant JPA models [53, 63, 75] and thus requires a detailed understanding

of how the JPA interacts with variations in the microwave environment.

6.4 The “pumpistor” model

For a JPA coupled to a perfect 50 Ω environment, the incident signal tone at ωs reflects off

the LC resonator, where pump photons are converted to amplified signal ωs and idler ωi tones.

In the case of an imperfect match to the environment, the outgoing amplified signal and idler

tones are back-reflected towards the JPA, creating standing waves and affecting device gain

through constructive or destructive interference. These standing waves are properly thought
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Figure 6.2: (Color Online) Input saturation power, gain, and noise performance of the IMPA.
Here we show amplifier performance centered at 6.7 GHz for a single pump tone at 13.4 GHz.
The IMPA (blue, dark) provides an average input saturation power (defined as 1 dB compres-
sion point) of −108 dBm with regions as high as −103 dBm. The device gives greater than
15 dB of gain and near quantum-limited performance over a bandwidth of nearly 700 MHz.
This is compared to a typical JPA with a Q = 10 (green, light) for a similar gain, which only
provides quantum-limited performance over a 60 MHz band. We define the quantum limit as
one photon ~ω of total system noise at the input of the amplifier. Here deviations from the
quantum noise limit correspond to gains that are unable to completely overwhelm the noise
added by the HEMT following amplifier. Error bars on the noise correspond to potential sys-
temic calibration errors on HEMT system noise.

of as variations in the frequency dependent admittance Yext(ωs) (inverse impedance) of the

environment seen by the JPA. The predominant sources of reflections in the microwave chain

are due to the wire-bond and microwave circulator interfaces, shown as dashed lines in Fig. 6.1
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(a). Typically, experiments are designed to minimize the distance between the JPA and these

reflection planes, spacing out these standing waves in frequency. As a result, the effects of

these standing waves are not so apparent in devices with Q¿10 as variations in the impedance

are small over the response bandwidth of the JPA.

The full “pumpistor” theory [74], while previously validated for only the degenerate fre-

quency (phase-sensitive) case [73], is well suited to a detailed analysis of the effect of these

standing waves on non-degenerate gain in a JPA. Here, the non-linearity of a flux-pumped

SQUID loop is treated as a power dependent modification of the SQUID inductance. For a sig-

nal at frequency ωs the admittance of the loop becomes Y (ωs) = 1/iωsL0 + 1/iωs(L1 + L2),

where the three elements of the inductance are

L0 = Lj/ cos(πΦQ/Φ0) (6.1)

L1 = −4Lj cos(πΦQ/Φ0)

π2 sin2(πΦQ/Φ0)

(
Φ0

Φac

)2

(6.2)

L2 = i
4ωiL

2
jY

?
ext(ωi)

π2 sin2(πΦQ/Φ0)

(
Φ0

Φac

)2

. (6.3)

Here the idler frequency ωi = ωp − ωs, Lj = Φ0/(2πIc) is the unbiased SQUID inductance,

ΦQ is the DC flux bias, and Φac is the amplitude of the flux pump. The dependence of L2

on the external admittance at the idler frequency Y ?
ext(ωi) comes about because the pump also

drives oscillations at the idler frequency, and the magnitude of these oscillations depends on

the output admittance. As the pump power increases from zero, L1 +L2 emerges as an element

in parallel with the initial SQUID inductance L0. The term L1 modifies the inductance of the

circuit, lowering the operating frequency as pump power increases. The term L2 represents an
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imaginary inductance that gives rise to a negative real impedance given by Re[iωsL2].

As the JPA is a reflection amplifier, we can use our “pumpistor” model to calculate the

reflection coefficient and thus the gain G using the admittance (impedance) mismatch between

the external evironment Yext and the paramp admittance YJPA.

G(ωs) =
Yext(ωs)− YJPA(ωs)

Yext(ωs) + YJPA(ωs)
. (6.4)

Using Eqs. (6.1)-(6.3) we derive a simplified approximation of the JPA admittance which

includes the SQUID loop and shunt capacitance C

YJPA(ωs) =
−2i(ωo − ωs)

ωoωsLc
− π2 sin2(πΦQ/Φ0)(Φac/Φ0)2

4αωsωiL2
j Y

?
ext(ωi)

, (6.5)

where 1/Lc = 1/L0 + 1/L1 is the combined parallel inductance of the SQUID, ωo =

1/
√
CLc ≈ ωp/2, and α = 1 + Q2 ≈ 10 is due to a series to parallel circuit conversion

[77]. Equations (6.4) and (6.5) describe how a knowledge of the frequency dependent admit-

tance of the environment at both the signal and idler frequencies is required to model amplifier

behavior.

We show in Fig. 6.3(a) solutions to Eq. (6.4) and (6.5) with a 10% sinusoidal variation in

Yext. With increasing power, the denominator in Eqs. (6.4) is brought closer to zero, resulting in

increased gain. TheQ = 20 case shows that the effect of Yext on the overall gain is dominated by

the narrowed response of the JPA. For comparison, in the Q = 3 case (gold, light), the response

of the JPA is broad enough to sample variations in the external environment. Moreover, the

profile of the gain reflects the shape of Yext at that frequency. This results in the variations in

bandwidth seen in the left versus right simulation. We note that the measured gain profiles

show a high degree of symmetry for ωs about ωp/2, regardless of the detailed behavior of Yext.
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Figure 6.3: (Color Online) Effect of variation in external admittance on amplifier performance.
(a) Simulated gain profiles (i,iii) showing the effect of external impedance on gain for both
weak (Q = 20) and strong (Q = 3) coupling. Higher pump power is denoted by lighter
colored traces and indicated by the arrow. The denominator of Eq. 6.4 (ii,iv) is plotted, with
the gain shown in (i,iii). As pump power increases the denominator is displaced from Yext

towards zero by an increasingly negative YJPA. In a weakly coupled device (i,ii) the gain profile
is not affected by the shape of the external admittance. In the case of strong coupling (iii, iv)
the response of the JPA is broader and the gain profile is greatly influenced by the external
admittance. If ωp/2 = ωo is centered at a maxima in external admittance the gain is broadened
(left), if ωo is centered on a minima it is narrowed (right). (b) Experimental variation of the
standing waves in the external environment. Gain profiles of approximately 20 dB, and offset
by 20 dB (denoted by bold horizontal lines) are shown as the amplifier frequency ωo is tuned
from 5 to 7 GHz. Standing waves are introduced by lengthening the cable between the IMPA
and the circulator; the longer the cable, the more closely spaced in frequency are the standing
waves. Amplitude variations in Yext come from a superposition of standing waves in the cable
and on-chip taper. The gain profiles become increasingly featured as the variations in Yext

(calculated using SPICE) increase with cable length.

This is to be expected, as the gain samples Yext at both the signal and idler frequencies, which

are symmetrically placed about ωp/2. A broader sampling of frequency dependent gain profiles

calculated using Eqs. (6.4) and (6.5) are shown in Ref. [77] with a similar degree of symmetry.
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6.5 testing the model

To test the dependence of amplifier performance on environment admittance, we changed the

pattern of standing waves on the output line by changing the length of cable separating the

device from the circulator. We measured the gains as a function of ωs for different resonant

frequencies ωo from 5 to 7 GHz with direct connection to the circulator, a 10 cm and 20 cm

cable. The results of this experiment are shown in Fig. 6.3(b). In each case, a series of gain

profiles with ∼ 20 dB peak gain are shown, spaced vertically. We also plot the frequency-

dependent output impedance taken from simulations using the corresponding length of cable.

This frequency-dependent admittance can be estimated using lumped circuit models to approx-

imate the dominant contributions from the circulator and wirebond connections.

When the amplifier is connected directly to the circulator, the admittance variation is min-

imized and the IMPA more consistently approaches the expected Lorentzian gain profiles.

When connected using the 10 cm cable a drastic change is exhibited in many of the peaks

showing both broadening at some frequencies and narrowing at others. When the 20 cm ca-

ble is used the output impedance varies more rapidly and the device performance becomes

increasingly erratic while often exhibiting multiple distinct resonant peaks. The experimental

data shows good qualitative agreement to that predicted by the “pumpistor” reflection model.

While the gain profile is strongly dependent on frequency, when the amplifier is properly

tuned for quantum-limited noise performance the complexity of the gain profile is insensitive

to DC flux and pump power. Moreover we see very little chip to chip and run to run variation,

with most of the performance variations arising from changes to the experimental setup. This
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effect is evident in the nominally Lorentzian gain profiles observed with direct connection to

the circulator. This reliability is further demonstrated by the IMPA’s use in broadband, high-

power, multi-qubit readout in existing experiments [28, 27]. These experiments both make

use of the operation point shown in Fig. 6.2 with a roughly 15 cm copper cable connecting the

IMPA to the circulator.

6.6 conclusion

In conclusion, we have demonstrated validation of the “pumpistor” theory and application of

a new model for understanding parametric amplifier behavior. In the strongly coupled limit

this model predicts unexpectedly large bandwidths, which have been observed in the IMPA

with near quantum-limited noise performance. Using this model, further improvements should

be possible by shaping the external embedding impedance, possibly with alternate matching

networks [78]. Additionally, this strong coupling could enhance performance in alternate JPA

designs, such as multi-SQUID LJPAs[75]. This large bandwidth, along with a significant in-

crease in saturation power, gives us all the tools to conduct a full BLGI experiment. There is

however an additional amplifier design which might provide even better performance than the

IMPA at the cost of increased complexity. This traveling wave parametric amplifier will be

discussed in the next chapter.
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Chapter 7

Josephson junction based traveling wave

parametric amplifier

The traveling wave parametric amplifier (TWPA) promises huge increases in bandwidth and

saturation power at the cost of increased fab complexity. While the IMPA should be sufficient

to conduct the BLGI, the much larger bandwidth and saturation power of the TWPA would

provide additional freedom in choosing our readout parameters. What follows is a description

of the design and operation of a Josephson junction based TWPA.

7.1 Introduction

The Josephson parametric amplifier [52, 61, 54, 55, 56, 69, 79] (JPA) is a critical tool for high

fidelity state measurement in superconducting qubits [48, 71, 15] as it allows parametric ampli-

fication with near quantum-limited noise [45]. Despite its success, the JPA has typically been
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used only for single frequency measurements due to lower bandwidth and saturation power. A

promising approach to scaling superconducting qubit experiments is frequency multiplexing

[65, 67, 80], which requires additional bandwidth and dynamic range for each measurement

tone. Simultaneous amplification of up to five multiplexed tones has been achieved with a JPA

[28, 27, 81] but was only possible with the Impedance-transformed parametric amplifier [82]

(IMPA). This highly engineered JPA provides much larger bandwidth and saturation power but

pushes the resonant design to its low Q limit.

To extend this frequency multiplexed approach for future experiments, we have adopted

the distributed design of the traveling wave parametric amplifier (TWPA) [83]. Fiber-optic

TWPAs have already demonstrated high gain, dynamic range, and bandwidth while reaching

the quantum-limit of added noise [84, 68]. In this letter we present a microwave frequency

TWPA with 4 GHz of bandwidth and an order of magnitude more saturation power than the best

JPA. This device is compatible with scaling to much larger qubit systems through multiplexed

measurement, and may find applications outside quantum information such as astrophysics

detectors [65, 46]

7.2 TWPA as a non-linear transmission line

At microwave frequencies the TWPA can be thought of as a transmission line where the prop-

agation velocity is controlled by varying the individual circuit parameters of inductance or

capacitance per unit length [86, 87]. This is typically achieved by constructing a signal line

with a current dependent (nonlinear) inductance. Like the JPA, a large enough pump tone will
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Figure 7.1: (Color Online) (a)Circuit diagram of the Josephson juction TWPA. (b) The dis-
persion relationship in a conventional Josephson junction traveling wave parametric amplifier
(TWPA). For weak signals (linear regime), the dispersion is linear ∆k = ks + ki − 2kp = 0
where k = ω/vp. When a strong pump tone is applied, the traveling waves are slowed down due
to an increase in the junction inductance and a decrease in the phase velocity. The pump tone
is slowed down less than the signal and idler tones due to the difference between the self-phase
modulation and cross-phase modulation [85] effects which causes a mismatch ∆k′ > 0. (c)
Phase shift due to a shunt resonator to ground. The resonator produces a frequency dependent
phase shift for just the pump tone. (d) Resonantly phase matched TWPA in which resonator
phase shifters are inserted between nonlinear transmission line sections. (e) The phase of the
pump tone is adjusted at discrete locations and piece-wise matched to the signal and idler tones
which enhances the gain, as can be seen from a tight fit between the stepped solid red line
and the straight blue line ∆k = 0. Without these resonator phase shifters, the phase mismatch
would grow (as can be seen from the departure of the dashed red line from the solid blue line)
and the gain would be limited to the quadratic case of Eqn. (7.3).
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modulate this inductance, coupling the pump (ωp) to a signal (ωs) and idler (ωi) tone via fre-

quency mixing such that ωs + ωi = 2ωp. Unlike the JPA however, the TWPA has no resonant

structure so gain, bandwidth, and dynamic range are determined by the coupled mode equations

of a nonlinear transmission line [88]. In addition to allowing more bandwidth and saturation

power, the TWPA is directional so that amplification only occurs for signals propagating in the

same direction as the pump.

The concept of a nonlinear superconducting transmission line has been demonstrated in

NbTiN TWPA [51] where the kinetic inductance of the superconductor provides nonlinear-

ity in a standard co-planar waveguide (CPW). These amplifiers have achieved gains greater

than 20 dB over bandwidths greater than 8 GHz, and with saturation power many orders of

magnitude larger than a standard JPA. To achieve this high dynamic range, a large pump tone

(∼ 100µW ) is required, which poses many engineering challenges for qubit readout. Attenua-

tion in the line leads to heating which increases the base temperature of the experiment. Likely

due to this local heating, the NbTiN amplifier has yet to reach the quantum limit of added noise.

In addition, the qubits must be aggressively isolated from the large pump tone which requires

additional hardware.

The ideal amplifier for qubit readout would provide gain and bandwidth similar to the

NbTiN TWPA but with a higher non-linearity, requiring less pump power and achieving quantum-

limited noise. A promising approach is to build a TWPA based on the non-linear inductance of

the Josephson junction (JJ) [89, 90, 91, 92, 93]. This junction TWPA (JTWPA) circuit, shown

in Fig. 7.1(a), combines JJs with shunt capacitors to construct a 50 Ω lumped element transmis-
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Figure 7.2: (Color Online) (a) Photograph of the TWPA showing the full packaged device with
an aluminum box and copper circuit-board feed lines. The chip is square with 6 mm sides.
(b) Optical micrograph and circuit diagram that show the discrete phase matching through the
periodic insertion of λ/4 CPW resonators, spaced at an electrical length equivalent to λ/2 of
the pump tone. (c) Scanning electron micrograph of the non-linear unit cell consisting of three
double angle evaporation Josephson junctions(left) and a shunt parallel plate capacitor(right),
with amorphous silicon dielectric.

sion line. The capacitors and JJs are small relative to the wavelength of a microwave signal,

giving an effective capacitance and non-linear inductance per unit length. The JTWPA obeys

the same physics as the NbTiN TWPA, but needs ∼ 105 times less pump power.

7.3 phase matching and the coupled mode equations

TWPA gain is described by solving the coupled mode equations including mixing terms be-

tween the pump(kp), signal(ks), and idler(ki) wave vectors [85]. Power gain is given by

Gs = cosh2(gz) +

(
κ

2g

)2

sinh2(gz) (7.1)

and

g =

√
kski
k2
p

(γkp)2 − (κ/2)2. (7.2)
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Here z is the length along the transmission line, γ = I2
p/16I2

c describes the ratio of drive

current to junction critical current (nonlinearity), and κ = 2γkp + ks + ki− 2kp is the effective

dispersion. The pre-factor kski/k2
p describes the bandwidth of the amplifier and maximizes

gain when ks = ki = kp. For small signal powers where γ ≈ 0, κ would be described by

the difference in wave vectors ∆k = ks + ki − 2kp. The term 2γkp describes the self phase

modulation of the pump, shown in Fig. 7.1 (b), which increases with pump power. In a linear

superconducting transmission line there is no dispersion, so ∆k ≈ 0 making κ ≈ 2γkp. The

maximum gain then occurs when g ≈ 0 and is given by

Gs = 1 + (γkpz)2 = 1 + φ2
nl, (7.3)

where φnl = γkpz is the nonlinear phase shift of the pump, such that gain depends quadrati-

cally on length. If proper phase matching can be achieved, κ = 0, g = γkp, and the maximum

gain, given by

Gs = cosh2(γkpz) ≈ exp(2φnl)

4
, (7.4)

is exponentially dependent on length. The phase matched design thus provides a much larger

gain-bandwidth than a non phase matched TWPA for a given number of junctions and is a more

efficient amplifier design.

To produce κ = 0 we can counter the power-dependent phase shift of the pump with

an engineered frequency-tunable phase shift. In the NbTiN TWPAs this was accomplished

by a periodic impedance variation which created a narrow band gap and phase shift in the

transmission [94]. However, this approach provides only a small correction to the phase shift

per unit length, which is incompatible with the high nonlinear phase shifts of the JTWPA.
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Alternatively, a resonator capacitavly coupled to the transmission line, shown in Fig. 7.1(c),

produces an arbitrarily large frequency dependent phase shift which counters the non-linear

phase shift. By including such a resonator after every nonlinear section in the transmission

line, shown in Fig. 7.1(d), the pump frequency could be tuned to cancel the phase mismatch;

thus making κ ≈ 0. This approach has been shown to significantly increase both gain and

bandwidth for a given number of junctions [95, 93].

While continuous phase correction is the most obvious approach, a resonator following

each junction can introduce additional complications. The large number of resonators would

require a compact lumped-element design with parallel plate capacitors. The frequency of

these resonators would be harder to control and the extra dielectric will introduce more loss. It

should be possible however, to use fewer total resonators if we increase the phase shift from

each individual resonator. With fewer total resonators we can use larger CPW designs with

lower loss and greater frequency control. The concept of discrete phase correction is shown in

Fig. 7.1 (e).

7.4 TWPA design

Our device, shown in Fig. 7.2(a), consists of a single 66 mm CPW with both non-linear (lumped

element JJ array) and linear (superconducting Al) sections. The 1326 JJs are standard Al-

Al2O3-Al junctions created using double angle evaporation [96]. The junction critical current

was designed to be 5µA with an effective inductance of 65 pH per junction that, combined with

geometric inductance, gives 3.5µH/m. Parallel plate capacitors made with low loss amorphous
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silicon (a-Si:H) dielectric [97] provide 1.6 nF/m in the non-linear sections of the chip, setting

the impedance while also shorting together the ground planes. This connectivity is important

feature such a long transmission line could support lossy slot line modes. The periodic structure

shown in Fig. 7.2(b) consists of a series of JJs followed by a linear section where the resonator

is used to fix the pump phase before entering the next non-linear section. To improve the

impedance matching of the non-linear sections, the first and last shunt capacitor is half the

capacitance of the others. We chose a nonlinear unit cell of 3 junctions per capacitor, shown in

Fig. 7.2(c), to lower the transmission line cutoff frequency while maintaining a high junction

critical current. This was done to prevent leakage of pump power into higher harmonics, which

may reduce gain, and to prevent the onset of a shock wave. [98].

In the case of 1000 junctions, continuous phase matching can be approximated with the

phase shift of just 10 ideal phase shifters [85]. This result however does not consider the effect

of the resonant amplitude dip on the pump, which can lead to large reflected pump energy.

Using more resonators will lessen this effect, but increase design complexity. However, if

the λ/4 resonators are spaced by (2n)λ/4, where λ is the wavelength corresponding to the

resonator frequency, the periodic placement provides a large stop band at 3ω to prevent pump

leakage. To take advantage of this enhancement on a chip with 1326 junctions, we chose 26

resonators with 17 non-linear unit cells between each resonator. The resonance coming from

the periodic placement combines with the resonators to create a sharp amplitude dip at 6.1 GHz

with optimal phase shift at about 5.8 GHz, where almost no pump energy is reflected.
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Figure 7.3: (Color Online)(a) Saturation power and gain vs frequency for optimal pump gain
with two TWPAs chained together; the pump tone is 5.83 GHz. Raw data is plotted in lighter
points with a darker averaged line overlaying the data. Average saturation power is -92 dBm
and average gain is 12-14 dB. The dips on either side of the pump come from the resonator
reflecting either the signal or the idler tone close to the pump. (b) Gain and system noise
vs frequency for a different experiment optimized for low noise at a pump tone of 5.32 GHz.
In this experiment the maximum gain achieved was 8 dB while the lowest noise was 600 mK
corresponding to an input noise of 2 photons. The raw system noise is plotted in blue(dark),
while system noise with the contribution from the HEMT subtracted is plotted in green(light).
(c) Average gain and simulated phase shift vs frequency measured for a pair of devices which
achieved 12-14 dB max gain. The blue (dark) data points are the averaged gain values, the
yellow (light) curve is the simulated resonator phase shift, and the red (solid dark) line is a
theoretical gain curve computed using the simulated phase shift. The change from linear to
exponential is consistent with φnl ≈ 2.1 with a peak at 5.8 GHz.
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7.5 TWPA performance

In the past JTWPAs have had difficulty reaching the quantum limit of added noise due to loss

in the transmission line [91]. To characterize the loss and transmission line performance in

our device, we measured the amplitude of S21 and S11 through both the TWPA and a copper

cable of equivalent length. We used in-situ microwave switches to alternate between the cable

and the TWPA in the same experimental setup [85]. We find that the difference in S21 is less

than 0.5 dB over the entire 4-8 GHz measurement band. When measuring S11 of the TWPA we

see an average reflected amplitude -10 dB relative to the cable S21. This is consistent with the

majority of the signal difference between the TWPA and the cable coming from reflections due

to imperfect impedance matching [85].

The device presented in Fig. 7.2(a) provides a good test of amplifier performance, but is

limited to 6-8 dB gain. To increase the gain and verify the phase matching will hold in a

longer device we chain two of these chips together in series. The performance of this amplifier

chain is shown in Fig. 7.3 and details the 1 dB compression point (saturation power), gain, and

noise temperature. Each chip was in a separate box and the boxes were connected via SMA

connectors. The gain was measured relative to the low power transmission amplitude.

As can be seen in Fig 7.3(a), the chained device displays an average gain of 12-14 dB over

almost the entire 4-8 GHz frequency range. Interestingly the gain dips quite significantly on

either side of the pump. This is due to the reflection of either the signal or idler tone when

measuring close to the pump frequency. Variations in the gain on the order of 2-3 dB most

likely come from imperfect impedance matching between sections and at the bond pads. These
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variations in gain also affect the saturation power, here defined as the 1 dB compression point.

The broad band input saturation power shown in Fig. 7.3(a) varies from -95 dBm to -85 dBm

with an average of -92 dBm. This represents a significant improvement in both bandwidth

and saturation power over the best resonant JPA [82]. The reverse gain measured was 0 dB as

expected from the directionality of the coupled mode equations [85].

To measure noise temperature we used the method of signal to noise ratio improvement

[55, 85] over a traditional high electron mobility (HEMT) semiconductor amplifier [43]. In this

experiment the HEMT noise temperature was measured to be 2.5±0.5 K over the measurement

band. Unfortunately while measuring the TWPA noise temperature, the gain, shown in Fig. 7.3

(b), reached only 8 dB. In this case we, find that the noise does approach the quantum limit

over the entire range but reaches a low of only 600 mK. This noise temperature corresponds to

about 2 photons of input noise and is consistent with residual HEMT noise at low gain. If we

subtract the expected HEMT contribution to the system noise we find the noise added by the

TWPA is very close to quantum limit.

To verify the frequency dependence of the gain we measured maximum average gain vs

frequency for the device shown in Fig. 7.3(a). The frequency dependence of the gain is shown

in Fig. 7.3(c) along with a simulated phase shift coming from the resonators. The average gain

increases by ∼ 5 dB when it nears the resonator phase shift. This is consistent with a nonlinear

phase shift φnl ≈ 2.1 with a predicted device gain plotted with a solid red line along with the

data.
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7.6 conclusion

We have experimentally demonstrated a Josephson junction traveling wave parametric ampli-

fier with minimal resonator phase matching. This amplifier displays a significant increase in

both bandwidth and saturation power while maintaining near quantum-limited noise perfor-

mance. By using discrete resonators to correct the pump phase we can access the exponential

gain dependence with a minimal increase in fab complexity. In this regime we should be able

to increase the gain by simply increasing the length of the device. In addition it may be pos-

sible to improve the transmission amplitude even further through fine tuning of the impedance

in each section.

While the initial performance is encouraging, the performance is not quite at the level

necessary for a violation of the BLGI. White there is a large bandwidth, the variation of gain in

frequency makes amplifier performance highly variable. Additionally the highest gain achieved

is not quite sufficient to overcome the noise of the HEMT. In principle these issues can be

solved by fixing fabrication issued leading to better uniformity in junction critical current. In

the mean time the BLGI can still go forward using an IMPA as the quantum limited pref-

amplifier.
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Chapter 8

Preserved entanglement and violation of

the BLGI

With the development of high bandwidth and high saturation power Josephson parametric am-

plifiers, we can conduct high visibility state readout simultaneously on four qubits. If we

combine this with the high fidelity control demonstrated in superconducting qubits, we can

in principle violate the BLGI. This first requires us to map the BLGI algorithm onto a super-

conducting qubit system. What follows is a description of the theoretical concepts and their

physical implementation on a superconducting qubit chip.

8.1 Recap: weak measurement and the BLGI

Quantum computing promises greater processing power through the clever application of su-

perposition and entanglement. Despite the importance of this uniquely quantum behavior, it oc-
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curs elusively behind the non-unitary effects of measurement collapse. Weak measurements[12,

13, 14] have provided new insight into this collapse process by demonstrating the ability to

extract average state information without fully collapsing the system. These gentler measure-

ments have allowed single-configuration violations of the Leggett-Garg inequality [17, 18, 19,

20, 21, 22, 23, 6] and, more recently, the detailed tracking of single qubit trajectories [15, 16].

It is an outstanding challenge however, to achieve the same level of measurement control with

an entangled state. Here we demonstrate for the first time a continuous and controlled ex-

change of extracted state information and two-qubit entanglement collapse, achieved using

variable strength ancilla qubit measurements of a maximally entangled Bell state. We quan-

tify this effect by correlating weak measurement results with subsequent projective readout to

collect all the statistics of a Bell inequality experiment [2, 3, 4, 8] in a single quantum circuit.

Additionally, we demonstrate the ability to measure the Bell state with minimal entanglement

collapse, by violating this hybrid Bell-Leggett-Garg inequality [25] at the weakest measure-

ment strengths. This experiment indicates that it is possible to learn about the dynamics of

large entangled systems without significantly affecting their evolution, and when combined

with remote entanglement [99], may lead to a loophole-free test of quantum mechanics.

The challenge of successfully implementing weak measurements is twofold: the first is to

evaluate the amount of information extracted on average by the measurement; the second is to

evaluate the measurement back-action on the system. For a single qubit state, the Leggett-Garg

inequality [5] (LGI) provides an elegant way to do both with a single experiment. The LGI was

originally designed to verify the “quantumness” of macroscopic objects through the effects of
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projective measurement, which allows larger correlations between successive measurements

(e.g., at times t1 < t2 < t3) than are possible classically. More recent generalizations of the

LGI prepare a known state at time t1 and replace the intermediate measurement at time t2

with a weak measurement [17, 18, 19, 20, 21, 22, 23, 6]. This minimizes the quantum state

disturbance while still extracting sufficient information on average. Ideally this allows all the

statistics necessary for a violation of the inequality to be measured with a single experimental

configuration. Violating the inequality in this way guarantees that the state information has

been extracted without significant back-action on the system [20].

Evaluating the effect of weak measurements on an entangled state is more difficult because

the degree of entanglement is in generally challenging to quantify. The most robust method for

quantifying entanglement remains a Bell test [2], which was first proposed by Bell and later re-

fined by Clauser, Horne, Shimony, and Holt into an inequality (CHSH). The CHSH term sums

the correlation measurements of two spatially separated qubits in four different measurement

bases and bounds the maximum total value of classical correlations to be |CHSH|class ≤ 2.

8.2 BLGI with superconducting qubits

In superconducting qubits, we use qubit state rotations to map the desired measurement basis

onto the ground (|0〉) and excited (|1〉) states of the system. For measurement rotations a (qubit

1) and b (qubit 2), the correlation amplitude between two measurements is given by

E(a, b) = P (00)− P (10)− P (01) + P (11), (8.1)
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Figure 8.1: Schematic of the hybrid Bell-Leggett-Garg inequality and optical micrograph of
the superconducting quantum device. The algorithm consists of two LGI weak measurement
branches, bridged by the entanglement of the central Bell qubits. The Bell pair (β1,2) is initially
prepared in the anti-symmetric singlet Bell state |Ψ−〉. Next, each Bell qubit is rotated to its
first measurement basis (a or b) and entangled with its ancilla qubit (α1,2). Finally, the Bell
qubits are rotated and projectively read out in bases corresponding to angles a′ and b′. By
correlating the final projective read out and the weak ancilla measurements we calculate all
four terms of a CHSH correlator simultaneously.
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where the term P (00) is the probability both qubits are in the ground state. A traditional

CHSH experiment combines the four correlator terms

CHSH = E(a, b) + E(a′, b) + E(a, b′)− E(a′, b′). (8.2)

Entangled quantum states can violate the classical bound, with a fully entangled Bell state

ideally saturating the quantum upper bound of |CHSH|quant ≤ 2
√

2 at the specific rotation

angles a = 0, b = π/4, a′ = π/2, and b′ = 3π/4.

To understand the effect of weak measurement on an entangled state we combine the spatial

correlations of a Bell inequality with the temporal correlations of an LGI to construct a Bell-

Leggett-Garg inequality (BLGI). The algorithm, as described by Dressel and Korotkov [25] and

shown in Fig. 8.1, consists of a CHSH-style experiment in which each Bell qubit is measured

twice in succession as for a simultaneous LGI [100, 20, 23]. After preparing the Bell qubits in

the anti-symmetric singlet state

|Ψ−〉 =
1√
2

(|01〉 − |10〉), (8.3)

each Bell qubit (β1,2) is rotated to its first measurement angle (a = 0, b = π/4) and then

entangled with its ancilla qubit (α1,2) to implement a tunable-strength measurement. Next,

each Bell qubit is rotated to its final measurement angle (a′ = π/2, b′ = 3π/4), and all four

qubits are read out. With this procedure the data for each measurement angle is encoded on a

distinct qubit (a → α1, b → α2, a′ → β1, and b′ → β2). The BLGI correlator then takes the

form similar to Eq. (8.2)

〈C〉 = −E(α1, α2)− E(α1, β2) + E(β1, α2)− E(β1, β2). (8.4)

where each term is calculated as in Eq. (8.1).
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By encoding the measurement result for each rotation angle on an independent qubit, we

can measure all the correlations of a CHSH style inequality in one simultaneous experimen-

tal configuration. The BLGI statistics can then be used to quantify the state information ex-

tracted by the weak measurement, as well as the entanglement collapse of the central Bell

qubits. If the ancilla measurement is fully projective then |E(α1, α2)| = 1/
√

2, but the entan-

glement is destroyed so all other correlations vanish. As the ancilla measurement strength is

decreased, we should extract the same qubit information on average while only partially col-

lapsing the Bell state. If this is true, then as we turn down the measurement strength the value

of |E(α1, α2)| = 1/
√

2 should remain unchanged while the magnitudes of the remaining three

correlators increase. For sufficiently weak measurements, the magnitudes of all four correla-

tors approach the unperturbed Bell state values of 1/
√

2, and 〈C〉 approaches 2
√

2. Thus a

violation of the BLGI done in this way demonstrates the ability to measure both qubits in a

Bell state with complete control over the magnitude of entanglement collapse. Additionally, as

we can measure all four correlators at once, we can evaluate each weak ancilla measurement

independently.

We performed this experiment on a linear chain of Xmon transmon qubits, shown at the

top of Fig. 8.1, with ground to excited state transition frequencies in the 4-6 GHz range [81].

Each qubit is individually addressed with a microwave control line which can be used for sin-

gle qubit X or Y gates as well as a DC line for implementing Z-gates and frequency control.

These control lines are used in conjunction to execute high fidelity two-qubit gates [27] for

entanglement and ancilla measurement. The state of each qubit is measured independently us-
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Figure 8.2: Weak measurement protocol. a, Full pulse sequence of the ancilla measurement
algorithm used in the BLGI experiment. The measurement consists of a variable amplitude Y
rotation by an angle φ which controls the strength of the measurement. This is followed by
a CZ gate that entangles the ancilla qubit with the target qubit. Finally the ancilla is rotated
by an angle −π/2, bringing it into the desired measurement basis. Two cases are compared,
that of the target qubit in the ground (blue) or excited (red, π rotation) state. b, Bloch sphere
representation of the ancilla qubit during the weak measurement protocol when the target qubit
is in either the ground (blue) or excited (red) state. The Z averages of the ancilla and target
qubit are correlated such that 〈Z〉α = sin(φ)〈Z〉τ , where a full projective measurement cor-
responds to φ = π/2 and no measurement corresponds to φ = 0. c, Ancilla measurement of
prepared target state before and after calibrating for measurement strength. We calibrate both
curves by the scaling factor required to normalize the average 0 state curve. This is almost
equivalent to dividing by sin(φ) but bounds the calibrated mean by ±1. In the calibrated case,
the measured mean remains unchanged while the measured variance increases as φ decreases.
The gold shaded region denotes angles at which weak measurement data can violate the BLGI
while still being reliably calibrated
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ing the dispersive shift of a dedicated readout resonator. Resonators are frequency multiplexed

[67] and readout with a broadband parametric amplifier [82], which allows for fast high fidelity

measurement. Further details of this device can be found in Refs. [81, 37].

8.3 Weak ancilla measurement

The ancilla measurement protocol used in this experiment and shown in Fig. 8.2, is a modified

version of the protocol demonstrated in an LGI violation from Groen et al. [23]. Initially, an

ancilla qubit is Y -rotated by an angle 0 ≤ φ ≤ π/2 from its ground state to set the measurement

strength. A control phase gate is then performed, causing a Z rotation of π/2 in the ancilla

qubit depending on the target qubit’s state. Finally a −Y rotation of π/2 is performed on the

ancilla qubit to rotate into the correct measurement basis. The visibility of this measurement

is then proportional to the distance of the ancilla state vector from the equator of the Bloch

sphere, as shown in Fig. 8.2 (b). When φ = π/2 this operation becomes a control-NOT gate

and implements a projective measurement. As φ→ 0 the ancilla states become degenerate and

no information is extracted.

As the final position of the ancilla state is dependent on the measurement strength, the

ancilla readout is imperfectly correlated with the target qubit. That is, the visibility of an

ancilla Z average, 〈Z〉α ' sin(φ)〈Z〉τ , is compressed from the target Z average by a factor

of approximately sin(φ). To reconstruct the target Z average from the ancilla Z average, we

should thus rescale the signal by 1/ sin(φ). For more robust calibration, we used data-based

rescaling to set the measured ground state (|0〉) average to 1, which ensures that the calibrated
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measurement noise vs. φ. The magnitude of the correlations between each pair of qubits
reveals the extent to which entanglement has been broken for each measurement strength.

ancilla average is properly bounded by ±1, as shown in Fig. 8.2(c). Further details of this

calibration can be found in appendix D.

8.4 Results

After this and other extensive system calibrations, we can begin our investigation in earnest.

To quantify the entanglement collapse, we measure each two-qubit correlator in 〈C〉 vs. ancilla

measurement strength φ. The data are plotted in Fig. 8.3 alongside theory curves generated by a

quantum model that includes realistic environmental dephasing and readout fidelity [25]. Error
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bars for the data represent ±10 standard deviations of the mean to demonstrate the increase in

noise with decreasing measurement strength. For projective angles φ ≈ π/2, the ancilla mea-

surement results (E(α1, α2)) reflect the correlation expected from a fully collapsed Bell pair.

As measurement strength is decreased, this ancilla correlation remains nearly constant while

additional inter-qubit correlations (E(α1, β2), E(β1, α2), E(β1, β2)) emerge. For sufficiently

weak measurements, 〈C〉 exceeds the classical bound of 2 and saturates towards the CHSH

value of 2.5, which is expected from simulations for a fully entangled Bell state in realistic

experimental conditions [37].

The measured BLGI correlations follow the theoretical model [37] very closely for all

measurement strengths. This behavior, observed for the first time in experiment, reveals the

continuous and controlled exchange between the collapse of an entangled Bell state and the

information gained from tunable-strength measurements. Each ancilla qubit, when calibrated,

retains the same correlations for all measurement strengths, whereas each Bell qubit has its cor-

relations damped through partial projection by its ancilla qubit [25]. The effect of partial pro-

jection can be seen in the difference in functional behavior between the Bell-ancilla (E(α1, β2),

E(β1, α2)) and the Bell-Bell (E(β1, β2)) correlator terms. In the Bell-ancilla terms, the corre-

lations are suppressed solely due to the randomization of the Bell qubit, but return as soon as

measurement strength is decreased. In the Bell-Bell term, this effect is compounded as both

qubits are being damped by partial ancilla projection, so the correlations return more slowly.

This gives E(β1, β2) its distinct shape compared to the other correlators. The BLGI terms can

be seen in greater detail in appendix D.
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8.5 conclusion

While other methods exist to characterize entanglement, the correlation measurements of a

CHSH experiment remain one of the more robust tests of quantum behavior due to the con-

siderations given to experimental loopholes. Fortunately, the unique construction of the BLGI

allows us to avoid some of the more pervasive loopholes appearing in traditional Bell or LG

inequalities. The simultaneous measurement of all four CHSH terms in a single circuit allows

us to avoid any configuration-dependent bias, such as the disjoint sampling loophole [10]. The

near unit detection efficiency in superconducting systems [101, 37] similarly bypasses the fair

sampling loophole [9], which has hindered the investigation of related hybrid inequalities in

optical systems [22, 26]. Additionally, since the data from each ancilla qubit is only correlated

with the data from the Bell and ancilla qubits on the remote LGI branch, we can substantially

relax the usual LGI noninvasive measurement assumption to the standard locality assumption

needed for a Bell inequality instead.

This locality assumption, fundamental to any Bell inequality, presumes no classical interac-

tions between remote qubits occur during the correlation measurements. The close proximity

of adjacent superconducting qubits on a chip implies that such an interaction cannot be ruled

out here. Thus, behavior that appears to be quantum could, at least in principle, be the result

of a fast classical interaction between hidden variables in the system. While we cannot yet

completely rule out these local interactions, there are several promising approaches to closing

this loophole as well. The assumptions of the BLGI requires only spatial separation of the cen-

tral Bell qubits. The speed and fidelity of operations in a superconducting qubit system makes
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modest spatial separation sufficient, and we can sacrifice some Bell state preparation fidelity

to achieve it. Techniques such as remote entanglement through measurement [99], may soon

provide the spatial separation necessary to conduct a loophole-free BLGI experiment.

In the course of this work we have demonstrated the continuous and controlled collapse of

an entangled state based on the strength of tunable ancilla measurements. This behavior was

quantified using the simultaneous correlation measurements which make up the Bell-Leggett-

Garg inequality. The violation of this inequality at the weakest measurement strengths demon-

strates the viability of using weak ancilla measurements to conduct many sequential measure-

ments of entangled states. This provides a window into the evolution of entangled states, a

critical component in scaling to larger quantum systems. With the inclusion of new remote

entanglement algorithms the BLGI may also lead to a loophole-free test of quantum mechan-

ics. Lastly this demonstrates that as we scale to larger multi-qubit systems, with the fidelity

and control achieved here, we gain greater access to the rich physics at the heart of quantum

mechanics.
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Appendix A

Supplementary information for chapter 5:

four wave mixing in an LJPA

A.1 Nonlinear behavior under a strong current drive

Much like the superconducting qubit, the Lumped element Josephson parametric amplifier

(LJPA) consists of a resonant circuit with a nonlinear inductance. Just like the qubit this non-

linear inductance comes from the addition of a Josephson junction or SQUID loop. As dis-

cussed in the main text, the SQUID loop is desirable because it allows us to tune the resonant

frequency of the circuit through the application of an external flux. This allows us to tune

the frequency of the amplifier with a dc Flux, and carry out parametric amplification with an

RF flux drive. The behavior of the circuit under an RF flux drive can be modeled using the

“pumpistor” theory which will be discussed in Appendix B.
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Due to the difficulty of engineering a clean electrical ground, historically the DC resonant

frequency is varied by flux bias from a coiled wire [52, 53, 54, 55, 56, 57]. The high inductance

of such a line acts as a good noise filter, but prevents driving at the higher frequency necessary

to achieve flux driven parametric amplification. There is an alternative method of operation

known as four-wave mixing, in which a large pump tone at the input of the device acts as a

current drive at a frequency similar to that of the signal being amplified. While the devices

used in this experiment are flux driven, an understanding of four-wave mixing and strong input

driving can be helpful in tuning up the device or diagnosing problems.

In standard four-wave mixing operation, the external flux is a constant and only used to

vary the resonant frequency of the device. The inductance of the device is then described by

the Joesphson inductance constant

LJ0 =
φ0

2πI0

(A.1)

Where I0 is simply the SQUID critical current given by 2Ic| cos((πφext)/φ0)|. To understand

the behavior of circuit under a strong RF current drive Irf cos(ωd), we can write down the

equations of motion for the phase δ across the SQUID loop, given the current relation I =

I0 sin(δ)

d2δ

dt2
+ 2Γ

dδ

dt
+ ω2

r sin(δ) = Fcos(ωdt) (A.2)

ωr =

√
2πI0

φ0C
=

1√
LJ0C

(A.3)

Γ =
1

2RC
(A.4)

F =
2πIrf
Φ0C

. (A.5)
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Here ωd is the frequency of the current drive and R is the source impedance (in this case 50 Ω)

of the line. The sin δ term on the left side of the equation is what gives the system its nonlinear

behavior. Fortunately we can construct a very good model of the circuit behavior by replacing

the sin function with its Taylor series expansion, and retaining only the first nonlinear term.

This makes the equation of motion

d2δ

dt2
+ 2Γ

dδ

dt
+ ω2

r(δ −
δ3

6
) = F cos(ωdt) (A.6)

A constant current drive such as this will produce a response in δ at the same frequency and

described by the equation

δ = δ0 cos(ωdt− φ), (A.7)

where A is the amplitude of the oscillations and phi is the relative phase to the drive signal. If

we plug in this solution and use the following 2 identities

cos3(x) =
3

4
cos(x) +

1

4
cos(3x) (A.8)

F cos(ωdt) = F cos(φ) cos(ωdt− φ)− F sin(φ) sin(ωdt− φ) (A.9)

we can regroup the terms in the equation based on their particular sinusoidal time dependence.

This leaves us with

(δ0ω
2
r − δ0ω

2
d −

ω2
rδ

3
0

8
− F cosφ) cos(ωdt) (A.10)

+(−2δ0Γωd + F sin(φ)) sin(ωdt) (A.11)

−ω
2
rδ

3
0

24
cos(3ωdt) = 0 (A.12)

We can neglect the cos(3ωdt) term as small and oscillating too rapidly around 0 to affect our

response at ωd. The remaining two equations must then satisfy

125



F cos(φ) = δ0(ω2
r − ω2

d −
ω2
rδ

2
0

8
) (A.13)

F sin(φ) = 2δ0Γωd, (A.14)

such that

F 2 = δ2
0

((
ω2
r − ω2

d −
ω2
rδ

2
0

8

)2

+ (2Γωd)
2

)
(A.15)

tan(φ) =
2Γωd(

ω2
r − ω2

d −
ω2
rδ

2
0

8

) . (A.16)

These equations model the behavior of the nonlinear Duffing oscillator [102]. We can then plot

the Duffing oscillator equation to understand the response of the circuit. Figure A.1 displays

various amplitude response functions vs frequency.

A.2 From nonlinear oscillator to parametric amplification

To explain why four-wave parametric amplification occurs with a strong current drive, we must

investigate the response of the system when a small signal is applied along with the pump. We

can postulate that with a very small additional drive signal the drive and response go to

δ → δ + ε (A.17)
F cos(ωd)→ F cos(ωd) + f cos(ωs) (A.18)
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Figure A.1: Nonlinear response curve of a standard duffing oscillator. The plot includes
amplitude vs frequency curves for multiple drive amplitudes: Irf = 0.01∗I0, 0.02∗I0, 0.04∗I0,
0.08 ∗ I0, 0.12 ∗ I0, and 0.16 ∗ I0. At low drive amplitudes the response is mostly linear in
frequency and resembles the resonance peak of a standard LC oscillator. As the drive power
is increased the resonance peak begins shift lower and deform at the peak. Eventually these
curves become locally multi-valued with a high amplitude, meta-stable, and low amplitude
state.

where ωs is the signal frequency and ε is the phase response at ωs. The equation of motion

then becomes

d2(δ + ε)

dt2
+ 2Γ

d(δ + ε)

dt
+ ω2

r

(
(δ + ε)− (δ + ε)3

6

)
= F cos(ωdt) + f cos(ωs) (A.19)

This equation breaks down into three components: the strong drive tone and the response in

delta, the signal tone and the response at epsilon, and mixed terms between delta and epsilon.
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To understand this circuit as a parametric amplifier we need only to calculate the response ε.

Thus we can get rid of all the terms involving only δ and all the terms with more than one

power of epsilon, since epsilon is very small compared to the pump. This reduces the equation

of motion for ε to

d2ε

dt2
+ 2Γ

dε

dt
+ ω2

rε(1−
δ2

2
) = f cos(ωs). (A.20)

If we then replace δ with the duffing oscillator solution δ = δ0 cos(ωd − φ), we can rewrite

this equation as

d2ε

dt2
+ 2Γ

dε

dt
+ ω2

rε(1−
δ2

0 cos2(ωd − φ)

2
) = f cos(ωs) (A.21)

d2ε

dt2
+ 2Γ

dε

dt
+ ω2

rε(1−
δ2

0

4
− δ2

0

4
cos(2ωd − 2φ)) = f cos(ωs). (A.22)

From this equation we can see how the pump tone affects the circuit behavior, by re-writing

the resonance frequency as

ωr → ωr

√
1− δ2

0

4
− δ2

0

4
cos(2ωd − 2φ). (A.23)

As the pump fluctuation amplitude δ0 increases, it increases the variation in the resonant fre-

quency for the signal tone while also decreasing the average resonant frequency. This pump

modulation provides the parametric amplification in four-wave mixing amplification.

Understanding the nonlinear phase response of the LJPA, shown in Fig. A.2, is a valuable

tool when first tuning up the amplifier. The phase response is particularly useful because it

provides a clear indicator of the DC resonant frequency, and the frequency at which parametric

amplification is likely to occur. Of particular importance is that the frequency decreases as the
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amplitude of the pump increases. Thus the circuit must be first tuned to a frequency larger than

the frequency of amplification, as it will be pulled lower by an increasing pump tone. By fine

tuning the pump tone amplitude and dc resonant frequency, amplification with the desired gain

can be achieved. Considering the excellent agreement with theoretical models, this response

can also be used to gauge the relative drive power at the resonant circuit. Understanding the

response and the likely drive amplitude needed for parametric amplification can be a valuable

tool when diagnosing problems with the experimental system.

To understand the effect of frequency modulations at 2ωd, we can Fourier transform this

equation to find the frequency dependent response ε(ω). Carrying out this transformation,

assuming ε(−ω) = ε∗(ω), and throwing out higher frequency terms 2ωd + ω we get

P
um

p
4P

ow
er

Frequency
ω0

Bifurcation
point

Chaotic4Region

Amplification

Haz Hbz Hcz

5.4 6.0 6.6

-88

-96

-104

Frequency4[GHz]

P
um

p
4P

ow
er

4[d
B

m
]

Frequency4[GHz]

P
ha

se
4[d

eg
]

Figure A.2: Nonlinear phase response of the LJPA. (a) Schematic representation of the non-
linear phase response. At sufficient drive power the resonant frequency of the circuit begins
to decrease and the phase response become sharper. This initially corresponds to a point of
parametric amplification in which the driven oscillations of the nonlinear circuit act to amplify
incoming signals close to the pump frequency. After this point there is a bifurcation region in
which the amplifier has degenerate amplitude responses for a given drive frequency. Finally
there is a chaotic region corresponding to the amplifier state hopping between wells in the cos
potential. The second two plots represent theory (b) and data (c) plots of the nonlinear phase
response. The two plots agree well numerically when experimental values are included for the
theory model, but features in the experimental data exist due to impedance variations in the
environment.
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(
ω2
r − ω2 − 2iωΓ− ω2

rδ
2
0

4

)
ε(ω)− ω2

rδ
2
0

8
ε∗(2ωd − ω)e2iφ = f(ω) (A.24)(

ω2
r − ω2 + 2iωΓ− ω2

rδ
2
0

4

)
ε∗(ω)− ω2

rδ
2
0

8
ε(2ωd − ω)e−2iφ = f ∗(ω) (A.25)

From this we can see the coupling between the signal and idler mode in the circuit. In this case

if the signal response is given by ε(ω), then the idler response is given by epsilon∗(2ωd − ωs)

as in four-wave-mixing ωi = 2ωd − ωs.

From the equations above, we can calculate the frequency dependent signal and idler gain

for a LJPA operated as a four-wave-mixing amplifier. For convenience, the resulting formulas

for signal and idler gain are included below based on an in depth calculation in reference

[103]. In this reference they find the signal and Idler gain in terms of the frequency detuning

±∆ω = ωd ± ω, in which case ωs → ∆ω and ωi → −∆ω. The gain equations are

G = |Vout
Vin
|2 (A.26)

G(∆ω) = |2iA(∆ω)|2 (A.27)
G(−∆ω) = |2iB(∆ω)|2 (A.28)

The gain coefficient A and B are described by linear combinations of the drive terms f(∆ω)

and f ∗(∆ω). They are typically written in terms of the dimensionless terms

x =
ωr − ωd

Γ
(A.29)

y =
ωrδ

2
0

16Γ
(A.30)

In these terms A and B are
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A(∆ω) = − (x− 2y + ∆ω/Γ + i)

y2 + (∆ω/Γ + i)2 − (x− 2y)2
(A.31)

B(∆ω) = − ye2iφ

y2 + (∆ω/Γ + i)2 − (x− 2y)2
(A.32)

Thus the frequency oscillations which result from the large pump tone, allow for parametric

amplification of signal tones within the amplifier bandwidth. While this result described the

amplifiers behavior it uses a simple model for the external impedance R. The next appendix

covers the “pumpistor” model of three wave mixing, which provides a more intuitive descrip-

tion of the nonlinear circuit and its interaction with the environment.
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Appendix B

Supplementary information for chapter 6:

impedance matching and the environment

in the pumpistor model

B.1 Taper design

We chose a Klopfenstein taper [76, 41] to transform the impedance from 50 Ω to 15 Ω over

a large bandwidth while minimizing the pass-band ripple. Given the 1µm limitations of our

optical lithography process, a taper consisting entirely of a 15 Ω co-planar wave-guide (CPW)

transmission line would require a 200µm center-trace with a 1µm gap width. For a microstrip

geometry we were contrained to a low impedance imposed by our thin a-Si dielectric, which

would require a 100 nm trace width for a 50 Ω line. A hybrid CPW/microstrip transmission line
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shown in Fig. B.1 was adopted for the taper where a 10µm center trace and 5µm gap CPW

was shunted by a variable density of 2µm wide microstrip sections. The result is a 20 mm long

tapered transmission line designed for a maximum reflection of -20 dB above 4 GHz.

The microstrip part of this geometry was created using multi-layer crossovers as additional

shunt capacitance. We tested this model using microwave finite-element simulations to ensure

that the shunt capacitance behaved as expected, and to correct for the change in inductance

imposed by the crossovers. After extensive simulation we found that using a small crossover

width of 2µm and varying the density of crossovers provided the best control over impedance,

as it allowed more evenly distributed shunt capacitance, prevented the inductance correction

from becoming too large, and allowed the microstrip sections be applied uniformly over the

meandered CPW.

Co Cs

Lo

Co Cs'

Lo

Co Cs''

Lo

Figure B.1: The hybrid CPW/microstrip geometry. To match of a wide range of impedances
with features defined by photolithography, the CPW with 10-5µm center trace-gap widths was
shunted by a variable density of shunt capactitor crossovers. As the crossover width is much
lower than a wavelength, the capacitance per unit-length of the transmission line smoothly
increases, continuously reducing the characteristic impedance from 50 Ω to 15 Ω. A unit cell
for this taper in the dashed red box, is shown above.
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B.2 Time domain reflectometry at milliKelvin temperatures

To verify that the profile of the taper followed the designed value, we employed time domain

reflectometry (TDR) [104]. For this measurement, the time dependent reflection of a system

is measured after the application of a fast step pulse, in order to measure the impedance of the

system as a function of delay time, equivalent to the distance along the line. These measure-

ments, shown in Fig. B.2, were carried out in an adiabatic demagnetization refrigerator (ADR)

with a base temperature of ∼55 mK to ensure the aluminum was superconducting, otherwise

the loss from the normal aluminum CPW would overwhelm the response TDR. All TDR data

was taken using a Tektronix DSA8300 Digital Serial Analyzer with a 80E08B TDR/Sampling

Module. The sampling module was connected directly to a CuNi line down to 4 K followed by

a direct NbTi line down to the IMPA at 50 mK. Since the excitation voltage of this particular

TDR sampling head is fixed, at 10 dB attenuator was applied to reduce the current at the de-

vice. The attenuated TDR data were calibrated using a 50 Ω terminator and an open at room

temperature and corrected to obtain the proper impedances.

These TDR measurements were used to minimize reflections at the wire-bond due to excess

inductance. As shown in Fig. B.2 excess inductance in the wire-bonds of the signal line

can lead to a large impedance mismatch at the start of the taper. This mismatch can lead to

standing waves which severely limit the usable frequency range of the IMPA. It was only after

greatly reducing the length of the wire-bonds from 1-1.5 mm to 0.3-0.5 mm that we observed

the enhanced performance reported here.
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B.3 Pumpistor model

To understand the non-Lorentzian gain peaks and enhanced bandwidth in the IMPA, one must

properly model the interaction of the JPA with the frequency dependent impedance environ-

ment. Since this is a reflection amplifier, the gain can be calculated by the reflection coefficient

at the interface between the external circuitry and the JPA. The frequency dependent impedance

of the external circuit can be modeled straightforwardly using a SPICE model with the parame-

ters shown in Fig. B.3a. The tapered transmission line was modeled using 40 sections of equal

delay transmission line corresponding to the impedance profile calculated using Ref. [41]. The

mismatch due to the wire-bond was obtained using a section of transmission line at the input

of the taper with a variable impedance and delay. The effect of the reflections due to the circu-

TDR Simulation
TDR Data

TDR short wirebond
TDR long wirebond

(a) (b)

Figure B.2: TDR analysis of an IMPA sample. (a) The TDR response of experiment (at 50 mK)
vs. theory (SPICE simulations) of the IMPA. The tapered sections agree well. Both curves end
in a dip followed by a jump in impedance, corresponding to the lumped element resonator.
The peaks seen before the taper begins correspond to an impedance mismatch at the wire bond
due to a large series inductance∼ 1 nH. This mismatch can lead to standing waves on the taper
which limit IMPA performance. (b) An expanded view of the wire-bond mismatch for a sample
with long (1-1.5 mm) vs short (0.3-0.5 mm) wire bonds. The improved wire bond mismatch is
similar in magnitude to that of an SMA connector seen at 0.5 ns.
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lator was modeled using a resistor to ground whose value corresponds to the range of voltage

standing wave ratio (VSWR) given by the manufacturer (Quinstar) specifications, at the end of

a 50 Ω transmission line with variable delay.

The pumpistor model allows the flux-pumped SQUID to be treated as a linear cicuit com-

ponent with the three inductances, given by Eqs. (1), (2), and (3) in the main text, where L0 is

the unbiased SQUID inductance in parallel with L1 and L2 which modify this bare inductance

as pump power increases. To simplify the circuit analysis we express the effects of L1 and L2

as an equivalent parallel circuit with L′1 and L′2, such that L′1 modifies only the inductance of

the circuit. Gain is introduce by the imaginary inductance of L′2 which behaves like a negative

resistance, coupling power from the pump into the circuit. The parallel equivalent circuits are

15W50W

50W

dcRc[      ]=
Zwb(W,d)

Zext(w)

Rc = 65 W  dc = 0.5 ns     Zwb = 200 W, 1 ps 
Rc = 55 W  dc = 0.5 ns     Zwb = 55 W, 20 ps 
Rc = 55 W  dc = 0.05 ns   Zwb = 55 W, 20 ps 

Frequency [GHz]

R
e(
Z
ex
t)[
W

]

Fac[     ] = -RLdc
C

-RLdc
C

on resonance

(a) (b)

Figure B.3: Simulated frequency dependent performance for the Pumpistor model. (a) The
impedance of the external circuit was calculated using the LT SPICE software package. The
taper, wirebond and distance between the IMPA and circulator were modeled using transmis-
sion line segments of variable impedance and delay. The magnitude of the reflection due to the
circulator was modeled as a resistor to groud with a mis-match corresponding to the VSWR
specification for the circulator. (b) The JPA can be modeled as a linear circuit element using
the pumpistor model. This circuit can be approxmated as a parallel LC resonator shunted by
a negative resistance. On resonance, the current through the JPA will be shunted through the
negative resistance and the impedance will be given by the total real component −R.
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Figure B.4: Additional simulations of the pumpistor model. Frequency dependence of the
calculated gain profiles (each with a max gain approximately 20 dB) for Yext corresponding to
the 10 cm cable length shown in Fig. 3(b) of the main paper. These calculated gain profiles
are mostly symmetric, with regimes of single, multiple and broadened peaks, and show good
qualitative agreement with the data. The vertical gridlines are spaced by 20 dB.

given by

Qs =
ωsL1

−iωsL2

=
1

ωi[Lj/ cos(πφq/φ0)]Y ∗ext(ωi)
, (B.1)

L′1 = L1

(
1 + 1/Q2

s

)
, (B.2)

L′2 = L2

(
1 +Q2

s

)
. (B.3)

For resonant circuits here we use Qs = Q ≈ 3, so L′1 ∼ L1 and L′2 = αL2 ≈ 10L2 to keep

track of the series to parallel conversion. This allows us to write down an approximate circuit

for the JPA shown in Fig. B.3, where C is the shunt capacitance of the parallel plate capacitor

of the lumped element JPA, Lc is an effective inductance including L0 and L1 for a given bias
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point and αL2 gives a negative resistance in parallel. The circuit for these parallel admittances

can be written as

YJPA = iωsC +
1

iωLc
− YR, (B.4)

where YR is the magnitude of the JPA response given by:

YR =
π2 sin2(πΦQ/Φ0)

4αωsωiL2
j Y
∗

ext(ωi)

(
Φac

Φ0

)2

. (B.5)

Simplifying Eqs. (B.4) with ω2
o = 1/LcC:

YJPA =
1

iωsLc
(1− ω2

s

ω2
o

)− YR (B.6)

=
1

iωsLc

(ωo − ωs)(ωo + ωs)

ω2
o

− YR. (B.7)

a)

Yext

-YJPA

= 0.28 = 0.31
b)

0.31

0.28

s

( (

Figure B.5: The frequency dependent behavior of −YJPA (open, colored circles) and Yext (black
dot) in the complex plane. (a) For a constant Yext, YJPA is shown for two pump powers over
a frequency range from ωo − 0.1ωo to ωo + 0.1ωo (each colored dot corresponds to a gain
given in in panel (b)) where ωo = ωp/2. (b) The gain is inversely proportional to the distance
between YJPA and Yext for a given frequency, indicated by the dashed line in (a). Since Yext is
constant with frequency, the gain varies with the distance between the line given by YJPA and
a point defined by Yext. The highest gain is found on resonance where YJPA is closest to Yext.
The typical Lorenzian gain profiles are shown in (b) corresponding to the two different powers:
Φac/Φo = 0.28 and 0.31. Higher pump powers push −YJPA to the right; as it nears Yext the gain
increases and bandwidth decreases.
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(c)(a)
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s

Figure B.6: The frequency dependent behavior of −YJPA,−YR and Yext in the complex plane
for a sinunsoidally varying Yext. The frequency at a given point, denoted by its color, each
dot corresponds to a gain point shown in panel (c), where ωo = ωp/2. The gain at a given
frequency is inversely propotional to the distance between −YJPA and Yext. (a) In the wide
bandwidth case, the profile YJPA nears Yext over a wider frequency range than otherwise. The
resistive term reflects the variation in Yext, and displaces YJPA, providing a closer match to Yext

over a broader range of frequencies than in Fig. B.5. In the narrow bandwidth case (b) YJPA

approaches Yext over a smaller range of freuqnencies. This happens when ωp/2 is located at
a local minimum of Yext. The rolloff in gain with detuning is due to the imaginary portion of
Eq. (B.7) growing with increased detuning. The corresponding gain profiles for (a) and (b) are
shown in (c).

With ωo + ωs ≈ 2ωo, this yields Eqs. (5) from the main text.

This parallel to series conversion used to obtain Eq. (B.7) implicitly assumes Qs is real.

However, when a complex Y ∗ext is used to compute Qs, the resulting correction to YJPA is negli-

gible. It turns out the largest assumption in obtaining Eq. (B.7) is that Qs ≈ 3, a value constant

in frequency. For this case α is predicted imprecisely over the narrow range of frequencies

near resonance, as plotted in Fig. 3 of the main paper. However, α is simply a scaling factor

for the pump power and Y ∗ext, both of which are not known precisely from experiment. These

expressions are combined with the results of the SPICE model to obtain frequency dependent

gain performance with good qualitative agreement to experiment as shown in Fig B.4. Only

with careful and very precise measurement of reflections in the microwave chain can one yield

quantitative agreement with the exact formulation.
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For additional insight into the engineering of large bandwidth, interaction between the

terms Yext, YJPA and −YR (calculated using Eq. (B.7)) in the complex plane is shown in Figs.

B.5 and B.6. The gain is inversely proportional to |Yext + YJPA|, equivalent to the distance

between Yext and YJPA. By increasing pump power, −YR increasingly deforms YJPA. Large

bandwidth is achieved by minimizing the distance between YJPA and Yext over a larger range

of frequencies. This is shown in contrast to the ideal case with no variation in Yext, which

produces the typical Lorentzian gain profile.

B.4 “Pumpistor” predictions on saturation power

According to the “pumpistor” model for degenerate parametric amplification, saturation power

depends directly on the ratio of signal amplitude to critical current and scales inversely with

coupled Q. As bandwidth should also scale as 1/Q this would compensate an increase in

amplified noise with a commensurate increase in saturation power. In the IMPA however, we

see a much larger increase in bandwidth up to about 700 MHz. This large bandwidth exhibited

at certain pump frequencies, might be a concern if the additional amplifier quantum fluctuations

limit the saturation power. Considering the amplified quantum fluctuations at 6.7 GHz for

700 MHz of bandwidth and an average gain of 17.5 dB we have a total output power of

Pout = 10 ∗ log

(
6.7 ∗ 109 ∗ h ∗ 7 ∗ 108

1 ∗ 10−3

)
+ 17.5 ≈ −97.5 dBm (B.8)

If we compare this to the average input saturation power for a coherent signal (-108 dBm)

with the average gain 17.5 dB we get -90 dBm output saturation power. Previous LJPA devices
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Figure B.7: (a) Graph of saturation power vs. frequency from the main text. Large (red) dots
are used to denote frequencies for which a full transmission power vs input signal power curve
is shown. (b) Graphs of transmission power vs. input signal power for the points depicted in
(a). Here the output power has been scaled by the low signal power limit, such that the ideal
transmission is 0 and -1 denotes the 1 dB compression point. The first 8 graphs display an
ideal linear dependence on power before saturating to -1 dB. The final graph at the edge of the
amplified range displays a slight increase in gain, up by 0.2 dB, before saturating in the normal
way. In general, this small upturn is only observed at the edge of the 700 MHz span.

with a coupled-Q of 10 have displayed input saturation values of -115 dBm at 20 dB of gain,

giving an output saturation power of -95 dB [69]. Thus the increase in average output power

is consistent with the expected 5 dB increase going from a coupled Q of 10 to a coupled Q of

3. By lowering the coupled Q and operating the device at a slightly lower gain, the amplified

quantum fluctuations are 7.5 dB below the saturation power limit for a coherent signal.

Additional nonlinearities can arise in the gain vs. signal power curve either when the signal

is significantly detuned from the pump or when a non-optimal pump power and flux value is

chosen. In these cases the signal can act as a secondary input pump, which first causes the gain

at the signal frequency to increase with signal power before saturating and compressing below

the original level. While this effect can be calibrated for in single frequency measurements, it

can cause distortion in broader band or pulsed signals. If the large bandwidth of our device
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was due to more complicated nonlinear dynamics it is a possible concern that certain regions

of the 700 MHz span might display such non-ideal saturation behavior. We demonstrate in

Fig. B.7 a series of representative curves of transmission power (scaled to 0) vs. input signal

power for various frequencies within the 700 MHz span. All curves other than (ix) demonstrate

ideal linear behavior before saturation. In the case of curve (ix), a light upward deviation (0.2

dB above the background) occurs before the gain compresses. These curves are generally

representative of the entire span, with small non ideal behavior confined to regions sections at

the very edges. Far less ideal saturation power behavior is observed outside of this region, but

only where the gain falls off sharply as expected.

B.4.1 Noise measurements

The Paramp system noise values displayed in this paper were calculated using the method of

signal to noise ratio improvement [55, 69] discussed in the main text. In this method the am-

plified noise and transmission amplitude is first measured when the amplifier is turned off. The

amplifier is then turned on and the amplified noise and transmission amplitude are once again

measured. By comparing the increase in transmission power (gain) to the increase in amplified

noise we can measure system noise amplified by the paramp provided we know the system

noise amplified by thehigh electron-mobility transistor (HEMT) . In this measurement signal

loss between the paramp and the HEMT can make this ratio seem smaller and must be taken

into account when measuring the amplified HEMT noise. In our setup, shown in Fig. B.8, we

use a y-factor measurement [41] with a heated 50 Ω resistor on the cold plate of our refrigerator.

143



1
2

3
4

5
6

20dB
20dB

4I
K

30
Im

K

VNA

30
0K

Spec

Fa
st

Bi
as

50IΩ

2ω
IPump

SNTJ

2I
P

O
R

T
IS

W
IT

C
H

2IP
O

R
T

IS
W

IT
C

H

P

20dB
20dB

20dB

RC
C

uP

3dB
H

EM
T

Amp

6I
P

or
tIS

w
itc

h

S
til

l
E

xc
ha

ng
e

N
bI

C
oa

x

1
2

3
4

5
6

20dB
20dB

4I
K

30
Im

K

VNA

30
0K

Spec

Fa
st

Bi
as

50IΩ

2ω
IPump

SNTJ

2I
P

O
R

T
IS

W
IT

C
H

2IP
O

R
T

IS
W

IT
C

H

P

20dB
20dB

20dB

RC
C

uP

3dB
H

EM
T

Amp

6I
P

or
tIS

w
itc

h

S
til

l
E

xc
ha

ng
e

N
bI

C
oa

x

30ImK 6IK

Figure B.8: Schematic for paramp experimental setup used to characterize noise. The left
figure shows the experimental setup with paramp, circulators, and microwave switches at base
temperature. The 50 Ω on the 6 port switch is heated to calibrate the HEMT noise. The right
schematic shows the portion of the fridge heated (red) to perform a y factor measurement.
When this calibration is done the 2 port switches are are set to the straight through path which
provides 2 circulator channels between the 50 Ω and the HEMT, the same number of circulators
between the HEMT and signals amplified by the paramp. As circulators are the dominant
source of loss, the HEMT system noise seen by the paramp and the 50 Ω should be equivalent.
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In this setup both the 50 Ω resistor and the paramp are connected to the HEMT by copper mi-

crowave flex cables at 30 mK, 2 circulators, and a Nb coaxial cable connected between 30 mK

and the HEMT at 4 K. Due to the difficulty of heating just the 50 Ω resistor we use a method in

which the entire cold plate of the refrigerator in heated to a much larger temperature (6 K) and

allowed to stabilize before a measurement is performed. The HEMT amplifier is on a different

plate and its temperature is held steady over the course of this experiment. This methodology,

while allowing for accurate temperature measurement of the resistor, can mis-characterize the

effect of loss between the resistor and the HEMT. Any dissipative loss coming from attenuation

on the 30 mK plate would add noise to the signal as it was also at the higher 6 K temperature.

We assume the dominant source of potential loss comes from the microwave circulators, as

the superconducting and copper cables should have negligible loss at these temperatures. The

circulator insertion loss was measured at room temperature to be between 0.5 and 0.3 dB. To

account for this we have added 1 dB error bars to our measurement of the HEMT noise which

are in turned scaled to give error bars for the signal to noise ratio improvement of the paramp.
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Appendix C

Supplementary information for chapter 7:

traveling wave amplifier design and

theory.

C.1 TWPA theory: eoupled mode equations

A circuit diagram of a Josephson junction embedded nonlinear transmission line is shown in

Fig. 1(a) in the main text. The Josephson inductance is current dependent,

L(I) = L0

[
1 +

1

2

I2

I2
c

]
, L0 =

Φ0

2πIc
(C.1)

where Φ0 is the magnetic flux quantum and Ic is the critical current of the Josephson junc-

tion. Consequently, propagation along the transmission line is described by a nonlinear wave

equation:
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∂2I

∂z2
− 1

c̃2

∂2

∂t2

[
I +

1

6

I3

I2
c

]
= 0,

1

c̃2
≈ LC, (C.2)

Eqn. C.2 is analogous to the case of light traveling in nonlinear Kerr media, in which the index

of refraction is intensity-dependent. The propagation can be solved using the coupled-mode

equations (CME) method from nonlinear optics. [105]

We write the pump, signal and idler as I = 1/2
[∑

nAne
i(knz−ωnt) + c.c.

]
where Ap, As

and Ai represent the three traveling waves of pump, signal and idler, respectively. Following

the CME approach, we derive the coupled-mode equations under the slow wave approximation

(SWA), [51] [106]

dAp
dz

=
ikp

16I2
c

Ap|Ap|2

dAs
dz

=
iks

16I2
c

(
2As|Ap|2 + A∗iA

2
pe
−i∆kz)

dAi
dz

=
iki

16I2
c

(
2Ai|Ap|2 + A∗sA

2
pe
−i∆kz) , (C.3)

where ∆k = ki + ks − 2kp is the phase mismatch calculated from weak-signal dispersion of

the transmission line. The term on the right hand side of the pump equation represents the self-

phase modulation due to the AC pump current interacting with itself. Analogous cross-phase

modulation processes are represented by the first term on the right hand side of the signal and

idler equations; the other term presents the conversion of two pump photons to a signal photon

and an idler photon. Under the undepleted pump assumption |Ap| � |Ai|, |As|, the pump can

be solved first
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Ap = Ap(0)eiγkpz, γ =
|Ap(0)|2

16I2
c

, (C.4)

where γ is an unit-less coefficient reflecting the strength of the nonlinear effect and φnl = γkpz

is the nonlinear phase shift of the pump also referred to as the self phase modulation (SPM) in

nonlinear optics. Using the pump solution, the signal and idler can be solved perturbatively.

Here, we write the solution in a matrix form,

[
As(z)
A∗i (z)

]
= M(z, Ap(0))

[
As(0)
A∗i (0)

]
, M =

[
u11 u12

u21 u22

]
u11 =

[
cosh(gz) + i

κ

2g
sinh(gz)

]
ei(2γks−

κ
2

)z,

u12 =

[
iγks
g
e2iφ0 sinh(gz)

]
ei(2γks−

κ
2

)z,

u21 =

[
−iγki

g
e−2iφ0 sinh(gz)

]
e−i(2γki−

κ
2

)z,

u22 =

[
cosh(gz)− i κ

2g
sinh(gz)

]
e−i(2γki−

κ
2

)z,

eiφ0 =
Ap0
|Ap0|

, g =

√(
kski
k2
p

)
(γkp)2 −

(κ
2

)2

, κ = 2γkp + ∆k. (C.5)

If the transmission line has no intrinsic dispersion (∆k = 0, as is our case for the junction

embedded transmission line in the low frequency limit), it can be derived from Eqn. C.5 that

the maximum signal gain (occurring at ωs = ωp) is quadratic in φnl or z (thus the length of the

line)[83, 107] ,

g → 0, u11 = (1 + iγkpz)eiγkpz, Gq = |u11|2 = 1 + φ2
nl. (C.6)
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Figure C.1: (a) Configuration of N − 1 phase shifters inserted between N nonlinear transmis-
sion line sections. (b) Comparison of enhanced gain with the quadratic gain and exponential
gain limits. φnl = 2.5 is assumed which corresponds to our device.

.

If additional dispersion ∆k = −2γkp is introduced (as is the case in the dispersion engi-

neered kinetic inductance parametric amplifier [51]) so that the phase matching condition is

perfectly met (κ = 0), exponential signal gain can be achieved,

Ge = cosh2(φnl) ≈ exp(2φnl)/4. (C.7)

C.2 Resonantly Phase-matched TWPA

Assume that N - 1 phase shifters (resonators) are inserted in between N sections of dispersion-

less line at position zm (see Figure C.1). We treat the resonators as perfect phase shifters for

which S21 = 1 at all frequencies except the pump, where we have S21(ωp) = eiθ. The output
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signal/idler at zN and the total signal gain can be calculated by cascading the M matrices

[
As(zN)
A∗i (zN)

]
= M(zN − zN−1, Ap(z

+
N−1))M(zN−1 − zN−2, Ap(z

+
N−2))...M(z1, Ap(0))

[
As(0)
A∗i (0)

]
= M̂(zN , Ap(0))

[
As(0)
A∗i (0)

]
, Gr = |M̂11|2. (C.8)

where Ap(z+
m) has included the additional phase shift θ from the phase shifter at zm and M̂

is the cumulative transfer matrix for signal/idler from z = 0 to z = zN . A Matlab program

is written to compute M̂ and Gr. We are mostly interested in the dependence of Gr on the

number of phase shifters N and the phase shift per shifter θ. Fig. C.1 (b) shows the calculation

results, using the realistic design parameters of the device. It is clear that the gain is greatly

enhanced by the phase shifters, even when only 1 phase shifter (N = 2) is inserted. The

enhancement increases with N and approaches the exponential gain limit for large N . In fact,

the enhanced gain is very close to Ge limit (green dashed line) for 7 or more phase shifters

(N > 8). Adding resonators per unit LC ladder was recently proposed in [95] to achieve phase

matching condition.

An ideal phase shifter can be approximated by a λ/4 resonator capacitively coupled to the

transmission line. The resonator provides a frequency dependent phase shift as well as an am-

plitude dip which is maximized on resonance. With only a few resonators 5-10, it is impossible

to achieve the desired phase shift without tuning the pump into the amplitude dip of the res-

onator. This will destroy the parametric gain through internal reflections in the transmission

line. To ensure we can achieve the desired phase shift with virtually no affect on pump ampli-

tude we must use a design withN ≥ 20. The dependence of phase and amplitude on frequency
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is shown for several numbers of resonators in Fig. C.2. As these simulations were only meant

to determine phase shift vs amplitude dip, they do not include the possibility of an additional

phase shift coming from the periodic placement of resonators. The simulated phase shift shown

in Fig. 3(c) of the main text includes this effect and better reflects experimental conditions.

C.3 TWPA device parameters

Constructing the nonlinear sections of the TWPA requires balancing between the critical cur-

rent of the Josephson junctions and the cutoff frequency of the LC ladder. If the critical current

is increased it will require a larger pump to achieve the same nonlinearity. Saturation power

depends directly on pump amplitude so a higher critical current for each junction is desir-
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Figure C.2: Plots showing simulated signal phase and amplitude vs frequency for (a) 5 res-
onators, (b) 10 resonators, or (c) 20 resonators in a TWPA circuit. The plots show that while
only a few ideal phase shifters are necessary for phase matching, λ/4 resonators also cause
an amplitude dip which can affect pump transmission close to resonance. Adding additional
resonators allows for a greater phase shift with a smaller reflected pump amplitude. The red
line indicates a nonlinear phase shift of 2.5 radians which is necessary to achieve gain greater
than 15 dB.

.
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able. However higher critical current also means a lower inductance per section in the LC

ladder which means a higher cutoff frequency given by 1/(2π
√
LsecCsec). A lower cutoff fre-

quency is desirable because it will prevent parasitic coupling of the pump to higher frequency

modes[98]. Thus we constructed each section with three higher critical current junctions in a

row, such that Lsec = 3Lj . This allowed us to use higher critical current junction while also

lowering the cutoff frequency of the transmission line by a factor of three. The capacitance was

then increased to maintain
√
L/C ≈ 50 Ω given inductance per unit length L and capacitance

per unit length C

As stated in the main text the critical current of each junction was designed to be ≈ 5µA

which corresponds to an inductance of 65 pH and a section inductance of 195 pH. The capaci-

tance of each parallel plate capacitor was designed to be 117 fF leading to a cutoff frequency

of 33 GHz. This cutoff frequency combined with the dispersion engineering is sufficient to

prevent the propagation of shock-waves in the transmission line[98]. The geometric induc-

tance and capacitance per unit length were extracted from simulations matching the nonlinear

transmission line geometry. Combining the simulation data with the single section values give

L = 3.5µH/m and C = 1.5 nF/m for a combined impedance of ≈ 48 Ω. The impedance was

designed to be less than 50 Ω initially as impedance will increase slightly when in operation do

to the nonlinear inductance.

The resonators were initially designed to operate at a frequency of 7 GHz but shifted lower

in frequency to 6.1 GHz due to kinetic inductance in the thin 60 nm aluminum film. Resonators

being placed at the end of each nonlinear section means they are 1100µm apart. The propa-
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gation velocity coming from the inductance and capacitance per unit length means 1100µm

corresponds to λ/2 for 6.2 GHz. This is consistent with what we observe experimentally.

C.4 Measuring TWPA transmission

For the TWPA to function as an effective amplifier it must first function as a transmission line.

If the individual sections are not well impedance matched, internal reflections can destroy the
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Figure C.3: Diagram of the transmission measurement experiment used to characterize TWPA
transmission and reflection amplitudes. The output port of a vector network analyzer (VNA)
can be attached to either port and combined with the TWPA pump. The signal output is then
split at room temperature between the VNA and a spectrum analyzer (SPEC) used for noise
measurements. This setup allows us to probe both S21 and S11 in a single cool down of the
refrigerator using equivalent measurement paths.
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Figure C.4: (a) Measured transmission amplitude of both a low loss microwave cable (red)
and the TWPA (blue). The TWPA shows a slight decrease in transmission over the range
but the deviation is only 0.5 dB. (b) Measurement of reflection amplitude of the cable (red)
and the TWPA (blue) scaled relative to the cable transmission from (a). The TWPA’s higher
reflection amplitude is consistent in magnitude with the lower transmission from part (a), which
indicates the majority of the difference comes from reflection in the TWPA rather than loss in
the materials.

coupling between different frequency modes. Excessive loss in the line can become a source of

noise which will make quantum-limited amplification impossible. To check the transmission

line behavior of the TWPA we measured its transmission (S21) and reflection (S11) amplitude

compared to that of a standard low loss microwave cable. This experiment was carried out using

two 2-port cryogenic microwave switches as well as two cryogenic microwave circulators,

shown in Fig. C.3. The switches were used to swap the TWPA and cable in the transmission

path to the high electron mobility transistor (HEMT) amplifier. Two equivalent microwave

inputs were used to probe the transmission and reflection simultaneously. The S21 probe line

goes through the first circulator, the TWPA, and finally the last circulator, before going to the

HEMT. The S11 line goes to the third input of the last circulator which funnels it to the opposite

end of the TWPA. Any reflected signal then makes its way to the HEMT.
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The data from this experiment is shown in Fig. C.4. Figure C.4 (a) shows that the TWPA

and cable have the same transmission profile over the majority of the bandwidth. There is an

average decrease in transmission of 0.5 dB relative to a copper cable, except at the resonator

frequency (6.1 GHz) where there is a significant amplitude dip. The S21 data for both devices

is shown in Fig. C.4 (b) with both data sets scaled relative to S21 for the cable. The TWPA

reflection is in general less than -10 dB relative to the cable transmission, which is consistent

with -0.5 dB less transmission. These two data sets taken together suggest that any drop in

transmission through the TWPA comes from reflections rather than loss in the transmission

line.
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Appendix D

Supplementary information to chapter 8:

weak measurement calibration, sample

parameters, and error analysis.

D.1 Weak measurement calibration

As discussed in the main text the ancilla readout is imperfectly correlated to the Bell qubit’s

state. When measuring in the Z basis, 〈Z〉α = sin(φ)〈Z〉β , shown in Fig. D.1 (a) along with

the ideal curves ± sin(φ). To calibrate this weak measurement we must first relate the mea-

surement angle φ to microwave drive power, by fitting to a measurement of |1〉 state probability

vs. π-pulse amplitude. The most straight forward calibration would then be to divide 〈Z〉α by

sin(φ) shown in the blue curves in Fig. D.1 (b), but this method causes drift in the mean at the
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smallest angles.

This simple calibration fails because the raw data curves shown in Fig. D.1 (a) converge to

a value slightly below zero. This means that for the weakest measurements, the simple angle

calibration will under-correct a |1〉 state measurement and over-correct a |0〉 state measure-

ment. This over-correction of the |0〉 state is problematic, since calibrated values for 〈Z〉α not

bounded by ±1 will possibly violate the inequality incorrectly. To prevent this, we instead use

a data based calibration for each ancilla using the average of the |0〉 state measurement curve.

This has the advantage of bounding the mean of the calibrated result by ±1, at the expense of

accentuating the drift in the mean of the |1〉 state measurement towards 0. The results of this

|0〉 state calibration are shown in the green curves in Fig. D.1 (b).

(a) (b)

measurement strength ϕ/π 

angle cal. zero state cal.

Z
  α

2

measurement strength ϕ/π 

±sin(ϕ)

Z
  α

1

Z
  α

2
Z

  α
1

Figure D.1: (a) Raw measurement of 〈Z〉 vs. measurement strength φ for both α1 and α2

along with an ideal curve of ± sin(φ). Due to decoherence, measurement error, and possible
calibration error the data does not perfectly follow the± sin(φ) curves and converges to a value
slightly below 0 at the weakest measurement strength. (b) |0〉 state calibrations done using
both the 1/ sin(φ) method (blue) and the point by point calibration (green). In the 1/ sin(φ)
calibration the mean of the |0〉 state measurement drifts above 1 at the weakest measurement
angles, while the mean follows 1 for the point by point case.
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To apply this calibration to the correlator terms, we must first express them in terms of

the measurement operator 〈Z〉. In a superconducting system the state rotations are used to

map the desired measurement basis onto the ground (|0〉) and excited (|1〉). For the ancilla

measurement this is equivalent to mapping onto the Z measurement axis. Given probability

P(1) of measuring the excited (|1〉) state, 〈Z〉 = 1 − 2P (1). After mapping state probabilities

onto the Z measurement axis we can express the correlator asE(α, β) = 〈Z〉α〈Z〉β . Expressed

in this way we can see that for calibration factor cal(φ) ≈ 1/ sin(φ), Ecal(α, β) = E(α, β) ∗

cal(φ). Extending this to the BLGI we calibrate each term depending on the ancilla qubit

being measured such that E(α1, β2)→ E(α1, β2) ∗ cal(φ1), E(β1, α2)→ E(β1, α2) ∗ cal(φ2),

E(α1, α2)→ E(α1, α2) ∗ cal(φ1) ∗ cal(φ2), and E(β1, β2) remains unchanged.

D.2 Error analysis and pulse sequence optimization

While the algorithm and weak measurement scheme are simple in design, dependence on cor-

relations between multiple qubits makes 〈C〉 sensitive to multiple error mechanisms. As all

four qubits were operated away from the flux insensitive point they were more susceptible to

dephasing effects. The amplitude of 〈C〉 vs. dephasing error per qubit is shown in Fig. D.2(a).

The violation amplitude is relatively robust to this error, and can sustain error rates of up to

30 percent while still exhibiting non-classical correlations. The second major error mechanism

was reduced measurement visibility coming from T1 energy decay or spurious |1〉 state popu-

lation. The effect on 〈C〉 vs. single qubit measurement visibility is shown in Fig D.2(b). The

correlation amplitude is more sensitive to this reduced measurement visibility and is signifi-
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Figure D.2: Effect of error mechanisms on BLGI correlations. (a) Amplitude of 〈C〉 vs. mea-
surement strength for various single qubit dephasing error rates. The single qubit dephasing
error rate can be thought of as roughly T2/(gate time) in the simplest case, but can be improved
through the addition of echo pulses. (b) Amplitude of 〈C〉 vs. measurement strength for vari-
ous single qubit measurement visibility values. The system shows a greater sensitivity to this
error mechanism and cannot tolerate a visibility much below 90 percent.

cantly degraded at even 90 percent. In both cases, the presence of errors not only lowers the

maximum violation possible but the highest measurement strength at which a violation first

occurs. As weaker measurement angles require finer calibration and provide noisier data, it is

preferable to achieve a violation at the largest measurement strength possible.

Given the sensitivity of 〈C〉 to various decoherence mechanisms it was important to reduce

the BLGI pulse sequence time as much as possible for higher coherence. This is most notable

during the weak measurement portion when we carry out simultaneous adiabatic CZ gates[27]

between both ancilla-Bell pairs. Lastly, we introduced spin echo pulses in the middle of the

algorithm which cancel out dephasing during the pulse sequence while simply transforming

the original |Ψ+〉 Bell state to a |Ψ−〉. To maximize measurement fidelity, we used a wide

bandwidth parametric amplifier [82], to ensure a high signal to noise ratio and shorter readout
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Figure D.3: (above) Full pulse sequence of the BLGI algorithm, including spin echo pulses on
the Bell qubits to reduce dephasing. The weak measurements were carried out simultaneously
to further streamline the algorithm. (below) Frequency diagram of the 4 qubits showing their
placement in frequency space the pulse sequence, in particular the various detunings during the
adiabatic CZ gates.

time. A separate measurement at the beginning of the pulse sequence was used to herald [39]

the qubits to the ground state, but this was a small (∼6 percent) effect. Lastly, we implemented

numeric optimization of the adiabatic CZ gates using the ORBIT protocol [108] to fine tune

parameters for the final data set. The full Pulse sequence and frequency placement of the qubits

during the algorithm is shown in Fig. D.3.

During the numeric optimization of the pulse sequence, single qubit phases can be adjusted

slightly to increase correlations, leading to a larger violation. This is equivalent to changing

the final rotation angle of the detectors slightly (∼ 3 degrees). The nature of the BLGI makes

it immune to such rotations as loss of correlations in one correlator is naturally made up for in

another. additionally, the initial detector rotation b was chosen based on the maximum of the
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Figure D.4: Graph showing both experimental data (points) and theoretical predictions (lines)
for the four BLGI terms vs. measurement strength φ. The data set was taken by averaging to-
gether 200 hundred traces in which each point was measured 3000 times for a total of 600,000
iterations per point. The error bars represent 10 standard deviations of the mean to demonstrate
the scaling the ancilla measurement noise vs. measurement strength. Distinct differences in
the behavior arise from experimental imperfections and their depedence on different qubit cor-
relations. In particular the difference between E(β1, β2) and E(α1, β2) or E(β1, α2) highlights
the dependence of entanglement collapse on the measurement strength of both ancilla qubits.

original CHSH measurements. Due to differences in qubit coherence this does not necessarily

occur at π/4, but at a slightly smaller angle. The individual BLGI correlator terms measured in

this experiment along with theory curves accounting for these realistic rotations are plotted in

Fig. D.4. The behavior of each individual term depends on the type of qubits being correlated.

The term E(α1, α2) holds roughly constant, close to the expected value of 1/
√

2. E(α1, β2)

and E(β1, α2) start close to zero, and converge to around±0.5. The behavior of E(β1, β2) best

matches expectations. It begins at 0 for strong ancilla measurement and converges near 1/
√

2

at perfectly weak measurement, following a slightly s-shaped curve.
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Table D.1: Parameters for the device when running the BLGI algorithm. f are frequencies. η
is qubit nonlinearity. g is coupling strength. κ is resonator leakage rate.

Q0 Q1 Q2 Q3

Qubit frequencies and coupling strengths
fmax10 (GHz) 5.30 5.93 5.39 5.90
η/2π (GHz) -0.230 -0.216 -0.229 -0.214
f idle10 (GHz) 4.53 5.42 4.67 5.55
fres (GHz) 6.748 6.626 6.778 6.658
gres/2π (GHz) 0.110 0.128 0.111 0.109
gqubit/2π (MHz) 13.8 14.1
gqubit/2π (MHz) 14.5
1/κres (ns) 675 69 555 30

Readout (RO) parameters
RO error 0.015 0.004 0.067 0.007
Thermal |1〉 pop. 0.013 0.007 0.028 0.01
RO pulse length (ns) 1000 300 1000 300
RO demodulation length (ns) 1000 300 1000 300

Qubit lifetime at idling point
T1 (µs) 26.3 24.7 39.2 21.3

D.3 Sample fabrication and characterization

Devices are fabricated identically to Ref. [? ], and extensive calibration was documented in

Ref. [81].

D.4 Device parameters

The device parameters are listed in table D.1. Note that the coupling rate g is defined such that

strength of the level splitting on resonance (swap rate) is 2g (Ref. [109]).
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