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Abstract

Using a dynamic model we study the adaptive immune response to a sequence of two infections.

As expected, memory cells generated by the first (primary) infection generate rapid response when

the secondary infection is identical (homologous). When the secondary infection is different (het-

erologous), the memory cells have a positive effect or no effect at all. In exceptional instances

in nature the primary infection generates vulnerability to a heterologous infection. This model

predicts “Original Antigenic Sin”, but shows that average effector affinity is not an accurate mea-

sure of the quality of an immune response, and does not on its own provide a mechanism for

vulnerability. In this paper we propose and mathematically study a novel mechanism “Pathogen

Induced Tolerance” (PIT), where antigen from the primary infection takes part in the immune

system tolerance mechanisms, prohibiting the creation of new naive cells specific for the secondary

response. The action of this mechanism coincides with Original Antigenic Sin but is not caused by

it. We discuss the model in the context of the dengue virus and show that PIT is better suited to

describe observed phenomena than the proposed Antibody Dependant Enhancement (ADE).
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I. INTRODUCTION

The response of the adaptive immune system of vertebrates [1] is a function of past

infectious disease exposures. An immune response can have several different effects on future

exposures: immunity for identical or nearly identical diseases, some amount of cross-reactive

protection for similar diseases, no effect for unrelated diseases, and in exceptional cases an

increased vulnerability.

The adaptive immune system derives the ability to respond to new infections from a

diverse population of naive cells each one having a unique and randomly selected set of

chemicals to which it responds [2–4]. This randomness produces a large number of cells that

would respond to non-pathogenic native and environmental chemicals. These autoreactive

and allergenic naive cells are eliminated before they reach maturity. Once mature, a naive

cell that comes into contact with a chemical it recognizes is triggered to proliferate and

generate an immune response eliminating that chemical and leaving behind a large clone of

long-lived memory lymphocytes. These memory cells provide future immunity to subsequent

infections with the same chemical markers.

The adaptive immune system is composed of B and T white blood cells (i.e. lymphocytes).

These cell types derive their self, non-self discrimination ability from the binding specificity of

their receptors: T cell receptors for T cells, and membrane bound antibody for B cells. These

receptors are assembled randomly from gene segments (VDJ recombination), producing a

population of pre-naive cells, in which each individual combination has a different binding

specificity. This population having randomly arranged receptors contains a large fraction

of cells which bind to the body’s own chemicals. These autoreactive pre-naive cells are

triggered to die by apoptosis when they recognize antigen (Negative Selection). The pre-

naive cells that are not triggered to die, mature to become short-lived naive cells. This

diverse population, having receptors composed of random combinations of genes, gives the

immune system the ability to respond to many pathogens.

During an infection antigen is introduced to the immune system. The cells whose re-

ceptors recognize the antigen proliferate (Positive Selection) and differentiate within the

lymph nodes into antigen removing effector cells and long-lived memory cells. The memory

cells provide an increased defense to future infections giving rise to more rapid and efficient

responses for identical secondary infections (immunity).
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In addition to immunity for a homologous secondary infection, the memory cells left after

an immune response will have either a positive effect or no effect at all on a heterologous

secondary infection depending on how strongly they bind to the new antigen. There are

numerous examples of diseases that have such a cross-reactivity for each other [5] including

cowpox and smallpox, influenza A and hepatitis C, rotavirus and HIV-1, and choriomenin-

gitis virus and pichinde virus. In some disease systems a negative effect on heterologous

immune responses has been observed [6, 7].

In this paper we use a dynamical model of the adaptive immune response [8] to study the

effects of cross-reactivity in a pair of infections (termed primary and secondary). This model

uses differential equations to model the behavior of antigen proliferation, lymphocyte stim-

ulation, antigen removal by effector lymphocytes, and effector death. Our model includes

the dynamics of the diverse population of lymphocytes which we organize using generalized

shape space models [9]. We introduced and studied the model previously in the context of

immunosenescence focusing on long term consequences of the natural adaptive mechanism

[8].

We first consider immunity for homologous secondary infections. We then consider cross-

reactive memory cells for heterologous secondary infections. We compare a range of sec-

ondary antigens with differing degrees of similarity to the primary antigen and observe the

effect of “Original Antigenic Sin” where effectors for the primary infection dominate the

secondary response [10, 11]. We also see that as the antigenic difference increases, so does

the severity of the infection. Under no conditions in the basic model do we see the severity

increase beyond that for the primary infection, even for cases with antigenic sin.

To explain situations where increased severity to heterologous infections is observed,

we present and study a novel mechanism “Pathogen Induced Tolerance,” (PIT). In this

mechanism the antigens from a primary infection also participate in negative selection. When

this occurs, the primary infection initially provides cross-reactive protection that decays over

a period of months to an increased severity for a range of secondary antigen similarities. The

lack of high affinity naive cells specific for the heterologous secondary infection generates

the increased severity. It has been hypothesized that primary and secondary infections with

different serotypes of the dengue virus produces more severe symptoms [6, 12]. We compare

the model with observations for the dengue virus, and contrast PIT with other proposed

mechanisms such as “Antibody Dependant Enhancement.”

3



II. RESULTS

A. Immune Response Model

The model used in this paper was initially introduced and studied in the context of long

term effects on the lymphocyte repertoire due to memory cell accumulation over a sequence

of 400 unrelated infections [8]. In this study we look at the effects of a sequence of two

infections that have a chemical similarity.

In the previous study there were many different distinct diseases that could infect the

system one at a time. The diseases were sufficiently different that there was no cross-

reactive protection conferred by previously accumulated memory cells. The previous study

included dynamics for the trapping and presentation of antigen by dendritic cells, long

term regulation of lymphocyte number, and the relaxation to the equilibrium state between

infections. In the previous study we derived an approximation from the full model by

assuming the amount of antigen presented by dendritic cells is constant during the immune

response. This approximation neglects the process of antigen trapping and is only accurate

during the immune response. The approximation enables analytic solution.

In this paper we use the approximate form of the model, as its reduced complexity is

adequate for the dynamics we are interested in here. We ignore the long term homeostatic

effects discussed in the previous paper as they are relevant for memory accumulation over

a lifetime. Here we are interested in a sequence of two infections having some degree of

cross-reactivity.

The reactions considered in this paper are shown diagrammatically in Fig. 1 and the

cell types are described in Table I. From the left: pre-naive cells P can be stimulated by

antigen presented on dendritic cells (H) to apoptose. This negative selection reaction acts

to remove autoreactive cells. If a pre-naive cell survives negative selection it will mature to

a naive cell (N). Naive cells can be stimulated in the same way by H but proliferate into

memory (M) and effector cells (E). Naive cells that do not bind antigen die by apoptosis.

The naive population is replaced with new naive cells every few months [13]. Memory cells

are long-lived but otherwise identical in our model to naive cells. The memory cells can

be stimulated in the same manner as naive cells, proliferating into more memory cells and

effector cells. The effector cells are short-lived and do the work of removing the antigen (A)
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from the body. Antigen growth via reproduction of the associated pathogen is also shown

on the far right.

P

H H

H

N

M

E A

Immune Response

FIG. 1: This flowchart summarizes the reactions considered in our model. The leftmost reaction

shows pre-naive cells (P) subjected to negative selection. Those pre-naive cells that survive negative

selection become short-lived, continuously recycled naive cells (N). The red box surrounds reactions

taking place during an immune response and modeled with differential equations. The reactions

shown in orange are affinity dependent.

As the reactions considered here are common to both T-cells and B-Cells, we do not

make a distinction between them in our model. This technique has been used in past

generalizations [4]. Additionally, we do not consider many immune system effects such as

T-help, somatic hypermutation [10], or the complexities of germinal center reactions [14, 15],

which we do not consider to be limiting in the phenomena considered here.

1. Shape Space

In order to model an immune response with large diversity of lymphocytes we use the

generalized shape space technique of Oster and Perelson [9], where the binding characteristics

of a lymphocyte receptor and an antigen are described by vectors in a high dimensional

space. The various dimensions of the space correspond not only to the geometry of the

binding site but also the relative parameters such as electro-negativity and hydrophobicity.

For a Euclidian metric such as what is used in this paper, this high dimensional space

has been estimated to be between five and eight dimensions [16]. In this paper we use two

dimensions for illustrative purposes and consider a very small region of the total shape space
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Species Symbol Primary Function

Pre-Naive P (~y, t) Immature lymphocytes generated in the bone marrow with randomly

assembled receptors. If stimulated with presented antigen H(~x) they

die by apoptosis. Otherwise they mature into naive cells.

Antigen A(~x, t) Chemical that stimulates an immune response, which acts to remove it

from the body.

Presented

Antigen

H(~x) Antigen A(~x, t) that has been captured by dendritic cells and is presented

to lymphocytes. This quantity is approximately constant during an

immune response. The dynamics of antigen capture and the constant

approximation are discussed in the context of this model in [8].

Effector E(~y, t) Short-lived cells that remove antigen from the body.

Naive N(~y, t) Short-lived lymphocytes. If stimulated these will divide into memory

and effector cells.

Memory M(~y, t) Long-lived lymphocytes that, like naive cells, when stimulated divide

into more memory and effector cells.

TABLE I: Cell types in the model. The dynamics of these populations are pictorially represented

in Fig. 1 and dynamic equations are given in Eq. 2-5. All populations have binding characteristics

represented as vectors in an abstract shape space. Increasing proximity between antigen vector ~x

and effector receptor vector ~y corresponds to increasing efficacy of that cell population’s response.

in the neighborhood of the antigen vector for the primary infection.

If an antigen’s binding vector ~y and a receptor’s binding vector ~x are equal, the affinity

γ(~x, ~y) is maximal: γ(~x, ~y) = γm. If ~x 6= ~y, γ(~x, ~y) is a decaying function of the Euclidian

distance in the shape space. As in Segel and Perelson [4], we take the affinity vs. distance

relation to be a Gaussian:

γ(~x, ~y) = γme−(~x−~y)2/2b2 , (1)

The term b sets the scale for the shape space and is a measure of the specificity of antigen

recognition in the shape space.
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2. Dynamic Equations

The antigen and lymphocyte populations correspond to densities on the shape space.

The presented antigen H(~x) which is trapped and presented on the surface of dendritic

cells, preserves the shape space vector of the original antigen A(~x, t). The dynamic model

of cell populations during an immune response is derived as an approximation from a larger

model, as is discussed in depth in [8]. The reactions enclosed in the red box of Fig. 1 are fast

rate reactions, taking place during an immune response. The dynamics are modeled with a

system of differential equations:

∂A(~x, t)

∂t
= βA(~x, t)− A(~x, t)

∫
γ(~x, ~y)E(~y, t)d~y; (2)

∂E(~y, t)

∂t
= 2fαH(~x)γ(~x, ~y)[N(~y, t) + M(~y, t)]− δE(~y, t); (3)

∂N(~y, t)

∂t
= −αH(~x)γ(~x, ~y)N(~y, t); (4)

∂M(~y, t)

∂t
= (2− 2f)αH(~x)γ(~x, ~y)N(~y, t) + (1− 2f)αH(~x)γ(~x, ~y)M(~y, t). (5)

The populations described here are the same as described in Table I above and found in

Fig. 1.

The antigen A(~x, t), is associated with pathogen and is modeled in these equations as

growing exponentially in the absence of an immune response. The naive cells N(~y, t), are

short-lived lymphocytes that can be stimulated by antigen to proliferate into memory cells

M(~y, t), and effector cells E(~y, t). The lifespan of a naive cell is of the order of a couple

months. Memory cells, like naive cells can be stimulated in the same way to proliferate into

effector cells and more memory cells. Memory cells live for decades. The effector cells are

short-lived and do the work of removing the antigen from the system.

The stimulation rate of memory cells and naive cells, αH(~x)γ(~x, ~y), is proportional to

the cells affinity γ(~x, ~y) for the presented antigen H(~x). The fraction of daughter cells from

lymphocyte stimulation that become effector cells is f and the fraction that become memory

cells is 1 − f . The rate of antigen removal by effector cells is proportional to their affinity

for the antigen, to the amount of antigen, and to the number of effector cells of that type.
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Equations 2-5 can be solved analytically:

N(~y, t) = N(~y, 0)e−αH(~x)γ(~x,~y)t; (6)

M(~y, t) = [M(~y, 0) + N(~y, 0)]e(1−2f)αH(~x)γ(~x,~y)t −N(~y, 0)e−αH(~x)γ(~x,~y)t; (7)

E(~y, t) =
2fαH(~x)γ(~x, ~y)

(1− 2f)αH(~x)γ(~x, ~y) + δ
[N(~y, 0) + M(~y, 0)]

[
e(1−2f)αH(~x)γ(~x,~y)t − e−δt

]
; (8)

A(~x, t) = A(~x, 0)eβt−∫
d~y

∫
E(~y,t)γ(~y,~x)dt. (9)

These solutions are only valid during the immune response. We consider these solutions up

until the antigen level is reduced to half its initial value.

The simulations in this paper were performed with a two dimensional shape space on a

96×96 lattice. Table II gives the values of the model parameters used in the simulations.

The parameters δ and A(~x, t) were chosen to directly correspond with observed values.

The other seven parameters were chosen to have approximate correspondence with seven

related quantities such as the term of infection, the specificity of antigen-receptor binding,

the total number of naive cells in an immune system, and the division time of the highest

affinity lymphocytes. The seven equations used to estimate these model parameters are

presented in the Supporting information along with the physiological values of the seven

input parameters.

B. Primary Infection

To understand the basic behavior of the model for a single infection focus on the solid

black set of curves in Fig. 2. The solid black lines in the four figures are the response to the

first infection where the initial conditions are a uniform field of naive cells and no memory

cells, Fig. 3 (left). In Fig. 2A we see the antigen response curve, A(~x, t). In the absence of

effector cells the antigen growth is exponential. The initial growth of antigen in the model

is approximately exponential, but turns over as the effector cell population increases.

Figure 2B shows the total number of effector cells ET (t):

ET (t) =

∫
E(~y, t)d~y, (10)

Where the integral is over the entire shape space. The effector cell population size is initially

equal to zero. After the antigen is removed the effector population decays exponentially back

to zero with rate δ (not shown in Fig. 2).
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Parameter Value

N(~y, 0) 0.3 cells per lattice site

A(~x, 0) 105 cells

b 4 lattice sites

β 1.9 day−1

αH 255 cells

γm 0.01 cell−1 day−1

δ 0.01 day−1

f 0.397

rn 13.9 lattice sites

TABLE II: Values of parameters used in model simulations. Note that the product αH is listed

rather than listing the parameters individually. Only the product arises in this model. H is the

number of sites occupied by antigen during an immune response and α is a factor accounting for

the difference in rates for the two affinity dependent processes: stimulation and antigen removal.

The qualitative behavior of the model is not especially sensitive to precise parameter values.

As a measure of the quality of an immune response we introduce the Effectivity-Ω(t):

Ω(t) =

∫
γ(~x, ~y)E(~y, t)d~y. (11)

The solid black line in Fig. 2C is a plot of Ω(t) for the primary infection. When Ω(t) = β

the antigen curve turns over. Here β is plotted with Ω(t) for reference.

Figure 2D shows the average affinity γ(t):

γ(t) =
1

ET

∫
γ(~x, ~y)E(~y, t)d~y. (12)

This quantity increases towards the maximum value of γm during the immune response as the

highest affinity memory cells are re-stimulated most quickly; γm is plotted for reference. The

rise in γ(t) is termed affinity maturation and in this model is solely due to affinity selection.

Somatic-hypermutation, the rapid mutation of antibody genes, which is not considered in

this model, provides an additional mechanism for more rapid convergence to γm. When the

immune response has cleared the antigen from the system, long-lived memory cells are left

behind.
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FIG. 2: These four figures show typical behavior of the model. The solid black curves show the

response for the initial exposure, while the dashed black curves show the response to a second

exposure of the same antigen. The colored curves show the response curves to related diseases

following the initial exposure, with their colors corresponding to the markers in shape space drawn

in 3. A. The A(~x, t) curves. B. The total number of effector cells ET (t). C. The Effectivity-Ω(t)

with β drawn for comparison. When the Effectivity is equal to β the A(~x, t) curve turns over. D.

The average affinity γ(t) with γm drawn for comparison. The γ(t) curve slowly and asymptotically

approaches γm.

Figure 3 shows a small fraction of the shape space distribution of naive and memory cells

before and after the immune response. Before the infection the distribution of lymphocytes

is a uniform low level (all blue) field consisting only of naive cells. After the immune response

there is an accumulation of memory cells that will survive indefinitely. This peak is centered

on the antigen vector of the primary infection as naive and memory cells with receptor
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vectors close to that proliferate most rapidly.
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FIG. 3: The density of naive and memory lymphocytes in the shape space before and after an

infection. The vector ~x for the primary infection is shown as a red x in the center of the left figure.

Initially the distribution is uniform consisting of only naive cells. After the immune response

memory cells survive indefinitely. The memory cells are peaked around the antigen vector as the

closest naive and memory cells have the highest proliferation rate, Eq. 1. The colored circles

mark the locations of secondary infections studied in Section II D. The colors of the markers

correspond to the colors of the plots in Fig. 2. Only a small portion of the total shape space, in the

neighborhood of the primary infection, is shown. The shape space distance is measured in units of

b which sets the scale in Eq. 1.

C. Immunity

In this section we consider the effect of memory cells in the generation of immunity to a

disease. When the system is re-inoculated with the exact same antigen (center of Fig. 3),

the memory cells provide an enhanced response. In Fig. 2 the black dashed lines show

the response to a homologous secondary infection, where the initial memory and naive cell

populations are shown in the right hand image in Fig. 3. The antigen pulse in Fig. 2A is

shorter and lower in magnitude, a less severe disease for a shorter period of time. This is

due to the much faster effector cell response shown in Fig. 2B and C. Again in 2C we see

that when Ω(t) = β the antigen curve stops growing.

It should be noted that our model has no difference in the short term dynamics of memory

cells and naive cells. The more rapid rise in effectors in Fig. 2B is due to the larger initial

number of high affinity memory cells rather than an intrinsic difference in stimulation rate
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for memory cells versus naive cells. The larger initial number of high affinity memory cells

also gives rise to the increased average affinity of the secondary immune response seen in

Figure 2D.

To quantify the severity of an infection we use the loss measure defined in [8]. This

quantity is the integral over the A(~x, t) pulse:

Loss =

∫ ∞

0

A(~x, t)dt. (13)

The Loss is proportional to the resources the pathogen consumes, and the total amount of

toxin the pathogen secretes over the course of the infection. For the primary and secondary

infections in Fig. 2A, the loss was 4.9×106 and 1.5×105 respectively with units of Antigen ×
days. The presence of memory cells at the start of the second infection reduced the severity

of that infection.

D. Cross-Reactivity

We now turn our attention to secondary infections where the antigen differs slightly

from the primary infection. The memory cells left from the primary infection can have

some affinity for the heterologous secondary infection. This phenomenon is known as cross-

reactivity or polyspecificity [17]. Cross-reactivity of memory cells is typically beneficial,

such as the historic practice of vaccinating against smallpox with inoculation of the virus

that causes cowpox. (Memory cells can have a negative cross-reactive effect if the antigen

from the primary infection bears similarity to the self-antigens of the body, thereby inducing

autoimmune disease [18]. We do not consider autoimmune effects here.)

To study the effects of cross-reactivity in the shape space picture, the vectors for the

antigens of the primary and secondary infections must be similar. Mathematically the

distance between the two shape space vectors must be within several b, the term that sets

the shape space scale from Eq. 1. We look in detail at eight possible heterologous secondary

infections separated from the primary infection by distances varying from 0.5b to 4b. The

colored circles drawn on the memory and naive distribution of Fig. 3 show the locations of

the secondary infections in the shape space.

The colored lines in Fig. 2 show the secondary responses obtained from the model to

the heterologous infections. The colors correspond to the circles drawn on the memory and
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naive distribution of Fig. 3. The antigen time series plots in Fig. 2A show that as the shape

space position of the secondary antigen moves away from the primary antigen, the infection

becomes more severe. The antigen pulses are progressively longer in time and with larger

maxima until the secondary antigen is far enough away that the curve is equal to the curve

for the primary infection.

The blue curve in Fig. 4A shows the loss as a function of antigen position for the secondary

infection. This curve asymptotically and monotonically approaches the loss of the initial

infection as the secondary antigen moves away from the primary antigen in shape space.

In the limit of zero antigenic difference we see the result discussed in Section IIC for a

homologous secondary infection. Cross-reactivity provides some immunity to diseases closely

related to ones we have previously encountered.
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FIG. 4: A. The loss for secondary infections as a function of shape space distance from the primary

infection to the secondary infection. First the blue curve illustrates the losses on the naive and

memory distribution in the right hand image of Fig. 3. The blue curve shows the loss monotonically

converging to the value for the primary infection as the distance increases. Now view the black

curve for the negatively selected naive and memory cell distribution shown in the right hand image

of Fig. 6. Both curves show the loss converging to the value of the primary infection as the antigenic

distance increases. PIT is seen on the black curve when the loss for a secondary infection exceeds

the loss for a primary infection. B. The initial average affinity, γ(0) for secondary infections as a

function of shape space distance from the first antigen to the second. The dashed line illustrates

γ(0) for a primary infection. As the distance increases γ(0) approaches the value for the primary

infection. For distances greater than 1.75b, γ(0) is less than the value for the primary infection.

The colored circles on these plots correspond to the markers in Fig. 3 and Fig. 6 .
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1. Original Antigenic Sin

In this subsection we describe the phenomena of “Original Antigenic Sin”. In Fig. 2D

the average affinity curves, γ(t), for the heterologous responses show that moving away from

the primary infection in shape space reduces the average affinity. This effect arises because

the peak from the primary infection skews the distribution away from the uniform naive

distribution. The average effector affinity can actually be lower than it would have been

if there had not been a primary infection. This effect is more obvious in Fig. 4B, where

we have plotted γ(0), the initial values of the average effector affinity as a function of the

distance from the primary to secondary antigen. For a shape space distance greater than

about 1.75b, γ(0) is lower than for an unrelated infection.

This tendency for the adaptive immune system to respond with effectors specific to the

primary infection in a heterologous immune response is known as “Original Antigenic Sin”

[11]. This effect has been previously studied with more detailed and sophisticated models

including somatic hypermutation [10]. While γ(t) is lower than it would have been for a

primary response, as shown in Fig. 4B, A(~x, t) is still lower in magnitude and shorter in

time. The heterologous response in this scenario still has high affinity naive cells to use in

its response; the presence of a large number of low affinity effector cells provides additional

protection above what was available for a primary response. A measure of immune response

quality that takes this into account is the Effectivity Ω(t) (Eq. 11), which is a measure of

not only average affinity, but number as well.

The best example of the contrast between average affinity and effectivity in predicting

infection severity, is given by the yellow curves in Fig. 2 which correspond to a shape space

difference of 2.5b between the primary and secondary infections. The average affinity for the

2.5b infection is among the lowest studied, lower than the primary infection. The A(~x, t)

curve however shows only a moderate infection, much less severe than the primary infection.

The rapid rise in the effectivity for the 2.5b infection better corresponds to this short term,

low magnitude infection.
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E. Pathogen Induced Tolerance

In this section we introduce Pathogen Induced Tolerance (PIT), a mechanism that can

lead to a more severe secondary infection. Thus far our model has shown that memory

cells, produced in response to an infection, can only have either a positive effect or no effect

at all on future infections. How then might a primary infection create a vulnerability to

some future infections? Immune system tolerance mechanisms inhibit the immune system

from generating immune responses to self-antigens and harmless prevalent environmental

antigens. When the immune system is tolerant to a pathogen the system ignores it leading

to a more severe form of the disease. Here we show that inclusion of immune system tolerance

in the model provides a mechanism by which a primary infection can leave the repertoire in

a state vulnerable to heterologous infection.

1. Negative Selection

To describe PIT we include negative selection in our model. Negative selection describes

the tolerance mechanism which eliminates autoreactive pre-naive cells before they mature.

Pre-naive cells maturing in the bone marrow for B-cells, and in the thymus for T-cells, are

presented antigen by dendritic cells. If the receptors of the immature lymphocytes bind to

the presented antigen the resulting stimulation triggers the lymphocyte to die by apoptosis

rather than proliferate as with naive cells. This is shown pictorially on the right hand side

of Fig. 1. As many as 90% of the pre-naive cells are removed in this manner [13].

We model negative selection in the shape space as a perfect process removing all immature

lymphocytes within a radius rn. Figure 5 shows this effect on the distribution of naive cells.

The pre-naive cells are derived from stem cells in the bone marrow, uniformly populating the

shape space with their random receptors shown pictorially on the left. An antigen presented

during negative selection is shown as a red x at the center of this distribution. The right

hand image shows the naive cells that have matured. This distribution has a hole with

radius rn around the presented antigen where pre-naive cells were prevented from maturing.

The radius of cells that are positively selected rp, must be smaller than rn:

rp < rn. (14)

If this were not the case, cells on the edge of the hole generated by negative selection would be
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positively selected by self-antigens once mature. This would generate an immune response

against those antigens, thereby generating autoimmune disease. Insuring that rp < rn

prevents the maturation of autoreactive lymphocytes and autoimmune disease.
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FIG. 5: Before and after negative selection: The left hand image shows the source of pre-naive

cells. This is a uniform distribution. The shape space vector of antigen presented during negative

selection is shown with the red x. The population of naive cells that emerge after surviving negative

selection is shown at right. We have modeled this process as being perfect, eliminating all cells

within radius rn that are likely to be positively selected by that antigen were it encountered in the

body.

Next we consider an infectious disease whose antigens are presented to not only naive

and memory cells, but to pre-naive cells as well. Figure 6 shows the naive and memory cell

population development for an infection that is incorporated into negative selection. This

may happen from an infectious disease that persists for long periods in the body, such a

virus with a long latent phase or a chronic bacterial infection.

The antigens from the persistent infection can be captured by dendritic cells and not only

be presented in the lymph nodes to stimulate a response, but also to the pre-naive cells. The

two left images in Fig. 6 repeat the reactions in Fig. 3. The middle distribution in this case

is short-lived. As the naive cell population is turned over the replacement naive repertoire

has a hole centered on the antigen from the infection.

The naive turnover takes place over a period of several months, thus the antigen from the

primary infection must be presented in negative selection for at least this long in order for

the hole to form. The right image shows the memory cells accumulated during the immune

response in the center, with a naive cell distribution having a hole centered on the antigen

from the primary infection giving the ring surrounding the memory cells.
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A heterologous infection with antigen in the region where there are no memory cells and

no naive cells in the right hand image of Fig. 6 will cause severe disease as the system is now

unable to produce any high affinity effector cells. The immune system has become more

tolerant to a subset of secondary infections due to the primary infection. This will lead to

more severe disease from that subset of infections.

The loss as a function of the shape space distance between the primary and secondary

infections is plotted in black in Fig. 4A. As can be seen in the figure, for parameters used

in this paper, the loss exceeds the primary loss by as much as four times for serotypes with

shape space distance greater than 2.25b. This behavior is summarized in Table III. Note

from Table III that this dynamic is symmetric. Primary inoculation with A or B induces

tolerance and hence vulnerability to B or A respectively.

The loss as a function of shape space distance immediately following the primary infection

is given by the blue curve in Fig. 4A. In the case of PIT this blue curve is short-lived and

develops into the black curve over a period of several months as the naive cell population is

turned over and the repertoire progresses from the middle image of Fig. 6 to the right hand

figure. Observation of PIT relies on the antigen from the primary infection being presented

over the several month naive recycling period in great enough quantity to produce the hole.

2. Viral Latent Phase

The lasting effects of pathogen induced tolerance (PIT) could vary widely. For an antigen

that is unable to grow, such as a biologically inactive vaccine, or an antigen whose associated

pathogen has been completely removed from the body, the PIT phase will be short-lived.

The remaining antigen may degrade before the naive turnover is complete and the PIT

vulnerability may never develop in this case. However, many viruses continue to live in the

body, asymptomatically, at low levels indefinitely after the immune response [19, 20]. This

is known as the asymptomatic or latent phase of the infection. If a virus is living in the body

at low levels its antigens should be active in negative selection. Viruses that create pathogen

induced tolerance are not able to exploit this mechanism due to the presence of memory

cells specific for them, Fig. 6 (right). The memory cells still give immunity to secondary

homologous infections.
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FIG. 6: The development of vulnerability after an infection whose antigen is incorporated into

negative selection. The initial response to the primary infection is shown in the first two images.

When the antigen participates in negative selection over the time scale of naive turnover, the

lymphocyte density shown in the middle image will progress to the image at right. As the naive

population is turned over, the replacement naive cells have a hole around the antigen from the first

infection. The radius of the hole rn must be larger than the radius of positively selected cells in

order for negative selection to aid in prevention of autoimmune disease.

Primary Antigen Primary Infection Secondary Infection

Before Naive Turnover After Naive Turnover

Aa Ab Aa Ab Aa Ab

Aa - + + + - -

Ab - + + - - +

TABLE III: Phenomena predicted by model. Aa and Ab separated by a distance of around 3b in

shape space. Normal infection and response (-), Immunity (+), Severe infection (- -)

III. DISCUSSION

The quality of the immune system response to an infection is a function of past exposures.

A response to an antigen generates long-lived memory cells that are highly specific for that

antigen. The memory cells confer immunity for future identical exposures, rapidly producing

high affinity effector cells. A later exposure with a closely related antigen can also stimulate

those memory cells but the effector cells produced will have a lower affinity for the new

antigen. The presence of low affinity effector cells alone does not produce vulnerability,

and average effector affinity is not necessarily a good measure of the quality of an immune
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response. A better measure of the quality of an immune response, the effectivity, takes into

account both affinity and total number of effectors. An infection can leave the system in a

state vulnerable to a subset of related infections when the antigens of the initial infection are

incorporated into the immune systems tolerance mechanisms, Pathogen Induced Tolerance.

Pathogen Induced Tolerance creates a state of vulnerability for the immune system. The

signature of this mechanism is a short period of a few months with some degree of cross-

reactive protection followed by a period of vulnerability. With a viral infection the vulner-

ability can last indefinitely via the latent phase of the virus. The PIT mechanism could be

active for a number of disease systems. We consider below the dengue virus which has the

signature behavior of PIT, and contrast PIT with other mechanisms proposed to explain

the observed dengue phenomena.

A. Dengue

One disease system whose dynamics appear to be a strong candidate for the Pathogen In-

duced Tolerance mechanism is dengue. There are four closely related dengue virus serotypes.

Infection with one serotype generates dengue fever and immunity to subsequent homologous

infections. For a period of a few months [6, 21] there is also an observed beneficial immu-

nity to heterologous infection with the other dengue serotypes. As predicted by our model

this beneficial effect is observed to be short-lived and the system is observed to subsequently

evolve to a state where infection with another serotype can progress to a more severe Dengue

Hemorrhagic Fever (DHF) [6, 12].

An additional factor that suggests dengue may be an example of Pathogen Induced

Tolerance involves a specific candidate pathway for the primary infection to participate in

negative selection. Dendritic cells are highly permissive to the dengue virus. Dendritic

cells are also the cells that present self-antigen during negative selection. This enhances the

likelihood of dengue antigens taking place in negative selection during the asymptomatic

phase of the infection. Furthermore, the time for naive cells to be recycled is of the same

order as the cross-reactive benefit left from a primary infection with dengue [6, 21].
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B. Original Antigenic Sin and Antibody Dependent Enhancement

Heterologous immune responses typically result in reduced severity. The more closely

related two diseases are the more effective the memory cells from the primary infection

will be when it comes to fighting the secondary infection. In cases where the heterologous

secondary infection is more severe than it would have been if there were no primary infection,

our model predicts that the effect can not be due to Original Antigenic Sin alone.

It has previously been suggested that Original Antigenic Sin itself generates the fragility

to heterologous infections [10]. An alternate to PIT, which relies on Original Antigenic Sin

has been proposed, and is referred to as Antibody Dependent Enhancement (ADE) [22].

In ADE low affinity antibodies facilitate the uptake of active virus into cells but do not

inactivate the virus, thereby accelerating the infection of cells by virus.

However, ADE is incompatible with observed phenomena for dengue as ADE fails to

capture the observed short term cross-reactive benefit from the primary dengue infection.

This benefit lasts only months, but the ADE mechanism would be active from the onset of

antibody production, preventing any transient benefit.

The PIT mechanism predictions match the observation of a period of short-lived bene-

ficial cross-reactivity. In PIT the dengue antigens take part in negative selection and the

mechanism predicts a short-lived beneficial cross-reactive effect that decays to vulnerability

over months as the naive cells are recycled. The plausibility of this mechanism is aided by

the observation that the dendritic cells that present self-antigen to the pre-lymphocytes are

highly permissive to the Dengue virus. Dendritic cells infected by dengue, with virus in

the latent phase, would be presenting dengue antigen in negative selection reactions. By

this mechanism, our model and parameter estimates predict up to a factor of four increase

in severity for the heterologous infection. This increase in severity could plausibly be the

mechanism underlying the distinction between dengue fever (the primary infection) and the

much more severe dengue hemorrhagic fever (the heterologous secondary infection). In the

PIT mechanism the distinction is due to the lack of naive cells rather than presence of low

affinity memory cells as predicted by ADE.
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SUPPORTING INFORMATION

Here we present equations for estimating seven of the model parameters given in table

II. These equations are derived from seven related quantities which can be approximated

from the model equations. Those approximations are then inverted to solve for the model

parameters:

N(~y, 0) =
NtF

ld
; (15)

rn =

[
pNt

N(~y, 0)

Γ(d/2 + 1)

πd/2

]1/d

; (16)

b = rn
1√

2ln
(

EDT
MDT

) ; (17)

β =
2

te
ln

(
Am

A(~x, 0)

)

1 +

√√√√1 +
ln(2)

ln
(

Am

A(~x,0)

)


 ; (18)

f =
1

2
− MDT

ln(4)te
ln

(
∆mem[2 ln( EDT

MDT
)]d/2

pNt

)
; (19)

γmax =
MDT β2[2 ln( EDT

MDT
)]d/2

4fln(2)pNtΓ(d/2 + 1)ln
(

Am

A(~x,0)

) ; (20)

αH =
ln(2)

MDT γmax

. (21)

The input parameters are:

• p, The specificity of the adaptive immune system is the probability that a randomly

chosen lymphocyte and antigen bind strongly enough to stimulate the lymphocyte.

We set p equal to 10−5 [23].

• Nt, the total number of naive lymphocytes. We set Nt equal to 2× 107, which is the

value for a mouse [24]. This value will be higher in a human making the PIT effect

more severe.
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• MDT , the doubling time for the highest affinity lymphocytes. We set MDT equal to

6 hours, a standard estimate [1].

• EDT , the doubling time for the highest affinity self reactive lymphocytes, the lym-

phocytes on the edge of the sphere of negative selection. This must be at least as large

as the naive cell lifetime. Incorporating T-help might relax this condition. We used

EDT equal to 15 weeks.

• te, the length of time it takes to clear an infection. We used te equal to 10 days.

• Am, the highest concentration of antigen during the primary infection. We set Am

equal to 107 [25].

• ∆mem, the accumulated memory cells from a primary infection. We used ∆mem

equals 5000. The approximation for ∆mem is order of magnitude.

The parameters MDT, EDT, te, Am, and ∆mem are approximated from the model using

a Gaussian approximation for the A(~x, t) pulse. The approximate equations (not shown

here) for these parameters are then inverted to obtain the above equations. Additionally,

the equations contain computational parameters d the dimension of the shape space, F

the fraction of the total shape space we simulate, and ld the number of lattice sites in the

simulation. In this paper d = 2, F = 8.1×10−5, and ld = 96×96. We expect the qualitative

behavior of the model to not be sensitive to precise values.
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