Fluctuations of Energy-Relaxation Times in Superconducting Qubits
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Superconducting qubits are an attractive platform for quantum computing since they have demonstrated high-fidelity quantum gates and extensibility to modest system sizes. Nonetheless, an outstanding challenge is stabilizing their energy-relaxation times, which can fluctuate unpredictably in frequency and time. Here, we use qubits as spectral and temporal probes of individual two-level-system defects to provide direct evidence that they are responsible for the largest fluctuations. This research lays the foundation for stabilizing qubit performance through calibration, design, and fabrication.

DOI: 10.1103/PhysRevLett.121.090502

Superconducting circuits are attractive candidates for implementing qubits as high-fidelity quantum gates have already demonstrated in modest system sizes [1–10]. A primary challenge in scaling such circuits into a quantum computer that can solve practical problems is not only a matter of improving their performance but also stabilizing it. In particular, it has been observed in numerous architectures that qubit energy-relaxation times \(T_1\) can fluctuate unpredictably by up to an order of magnitude in time [11–16] and in frequency [8,14,16–21]. Since \(T_1\) directly limits gate fidelity, these fluctuations present an obstacle for future scalability.

In past reports, \(T_1\) fluctuations were attributed to quasi-particles [8] or two-level-system (TLS) defects [11–21]. With few exceptions, these conclusions were drawn by analyzing spectrally or temporally resolved qubit \(T_1\) data, which offer limited insight into the mechanisms driving relaxation. Here we simultaneously spectrally and temporally resolve qubit \(T_1\) to provide direct evidence that the most significant fluctuations can be explained by TLS defects and time-dependent variations in their transition frequencies—a phenomenon known as spectral diffusion. We tentatively explain the spectral diffusion dynamics via the interacting defect model, which is consistent with our observations [14,16,19,22–25]. Interestingly, the \(T_1\) distributions that we extract from spectral and temporal slices of our data are consistent with those observed in other qubit and resonator architectures [7,8,11,12,14,15,26], suggesting that similar defect physics may be at play.

Two-level-system defects have been investigated for decades and were originally used to explain the low-temperature properties of amorphous solids [27]. More recently, they have been identified as a primary source of dielectric loss in superconducting circuits [28]. The microscopic nature of TLS defects is not well understood [29], but they are believed to reside in the amorphous dielectrics present at the material interfaces of superconducting circuits and within Josephson junctions. Defects can resonantly interact with qubits and serve as a strong energy-relaxation channel [17] (see Fig. 1).

In this Letter, we spectrally and temporally resolve \(T_1\) of frequency-tunable Xmon transmon qubits [1–3,17,30]. The spectral data are used to identify defects and the temporal data are used to infer their dynamics. The experimental pulse sequence that we use to measure \(T_1\) at a single frequency is

![FIG. 1. Defect-Qubit Coupling. (a) The energy-level diagram of a two-level-system defect. \(E_{\text{TLS}}\) is the defect transition energy, which is defined by its physical structure. (b) The energy-level diagram of the lowest two states of a frequency-tunable Xmon transmon qubit. \(E_Q\) is the qubit transition energy, which can be tuned by applying a magnetic flux to the Xmon SQUID. (c) Defects can resonantly couple to qubits and serve as a strong energy-relaxation channel with a Lorentzian spectroscopic signature. This signature is used to identify defects.](image-url)
dramatic fluctuations in inductor loss, or radiation into a continuum [31,32]. We fit native mechanisms such as quasiparticles, capacitor loss, Importantly, resonant relaxation is not expected for alterations of these line cuts are presented in Figs. 2(d) and 2(e).

Deep but sparse relaxation resonances [Fig. 2(d)].

Most regions of strong relaxation are consistent with defect-induced relaxation into a coupled system, such as a TLS defect [17] or an electromagnetic cavity [30–32]. Importantly, resonant relaxation is not expected for alternative mechanisms such as quasiparticles, capacitor loss, inductor loss, or radiation into a continuum [31,32]. We fit each relaxation resonance to a Lorentzian parametrized by the coupled system’s relaxation and transverse coupling rates. We ascribe most resonances to defects since their respective coupling rates range from 50–500 kHz, which are consistent with 1 e × Å dipole moments coupling to electric fields in the qubit capacitor or near its Josephson junction [17,30]. Furthermore, their measured decoherence rates range from ~0.5–20 MHz, which are consistent with defects previously observed similar architectures [17,18,25]. We ascribe several weak periodic resonances to modes in our qubit control lines and a sharp resonance near 5.6 GHz to bleedthrough of our microwave carrier [30]. We do not analyze the small background fluctuations but believe they can be explained by weakly coupled defects [17], quasiparticles [8], and measurement uncertainty.

To investigate spectral diffusion, we extract the center frequency of each defect’s Lorentzian as a function of time, and ascribe it to that defect’s transition frequency. We consolidate the transition frequencies of 13 defects across several nominally identical qubits on the same chip [Fig. 3(a)] and find that their standard deviation evolves in time roughly diffusively as \( \sigma(i) = 2Dt^{1/2} \), with the diffusivity \( D = 2.5 \pm 0.1 \text{ MHz (hour)}^{-1/2} \). Nonetheless, a diffusion model by itself oversimplifies the dynamics. Interestingly, defects exhibit a combination of two distinct spectral diffusion regimes—telegraphic and diffusive. Defects in the telegraphic regime experience discrete jumps in frequency, while those in the diffusive regime experience continuous drifts [Fig. 3(b)]. Below we investigate these dynamics.

![FIG. 2. Spectrally and Temporally Resolved \( T_1 \). (a) This dataset comprises 31,278 \( T_1 \) measurements, spanning 400 MHz and 1200 minutes with 1 MHz and 15 min step sizes, respectively. Most regions of strong relaxation are consistent with defect-induced relaxation. The resonance near 5.6 GHz, which is indicated with a black arrowhead, is due to bleedthrough of our microwave carrier. Two linecuts at (b) constant frequency and (c) at constant time. The data are taken at the dashed lines in (a), which are color coded to the linecuts with arrowheads. These linecuts show that \( T_1 \) can fluctuate by an order of magnitude on 15 min timescales and 5 MHz frequencies. (d) and (e) \( T_1 \) distributions corresponding to the linecuts in (b) and (c).](image-url)
We do not expect the TLS defects that we observe to exhibit any thermal dynamics in isolation. With transition frequencies of $E_{\text{TLS}}/h \sim 5.5$ GHz and a nominal temperature of $T = 15$ mK, their Boltzmann factors are a negligible $\exp(-E_{\text{TLS}}/k_B T) \sim 10^{-8}$. Furthermore, strain fluctuations and related defect dynamics [19,20] should be negligible since our sample temperature is stable to within 2 mK, since the thermal expansion coefficients of all relevant materials are small at cryogenic temperatures, and since strain-defect coupling is generally weak [24]. To explain the spectral diffusion that we observe, we invoke the interacting defect model [14,16,19,22–25], in which TLS defects with $E_{\text{TLS}} \gg k_B T$—such as those observed in our $T_1$ data—interact with thermally fluctuating defects (TF) with $E_{\text{TF}} \lesssim k_B T$. Below we introduce this model and describe how telegraphic and diffusive dynamics can emerge from it.

Each TLS and TF defect can be modeled with a tunneling Hamiltonian of the form $\hat{H} = \epsilon \hat{\tau}_z + \Delta \hat{\sigma}_z = E \hat{\sigma}_z$ [27]. Here $\epsilon$ is the energy asymmetry of the defect’s potential energy well, $\Delta$ is the tunneling energy between them, $E = \sqrt{\epsilon^2 + \Delta^2}$ is the transition energy between energy eigenstates, and $\hat{\tau}_z, \hat{\sigma}_z$ are the Pauli matrices in the un-diagonalized and diagonalized bases, respectively. TLS and TF defects couple to each other through the interaction Hamiltonian $\hat{H}_{\text{int}} = \frac{1}{2} \sum \frac{1}{2} g_{ij} \hat{\tau}_i \hat{\tau}_j \hat{\tau}_z \hat{\tau}_z$, where the coupling tensor $g_{ij}$ contains dipolar and elastic contributions that depend on the defects’ structures, separation, and host material. By virtue of their drastically different energies, TLS and TF defects couple in the off-resonant limit, in which transversal coupling is negligible. The only substantial coupling term is thus $\hat{H}_{\text{c}} = \frac{1}{2} g_{zz} \hat{\tau}_z \hat{\sigma}_z \hat{\tau}_z$, where $g_{zz} = g_{zz}(E_{\text{TLS}}/E_{\text{TLS}})(E_{\text{TF}}/E_{\text{TF}})$ [19,25].

To understand how spectral diffusion can emerge from this model, we inspect the energy-level structure of a coupled TLS-TF system [Fig. 3(c)]. In this system, the single-excitation TF and TLS transition frequencies are $E_{\text{TLS}}/h = (E_{0,\text{TLS}} + g_{zz}(\hat{\sigma}_z \hat{\tau}_z))/h$, and $E_{\text{TF}}/h = (E_{0,\text{TF}} + g_{zz}(\hat{\sigma}_z \hat{\tau}_z))/h$, respectively, where $E_0/h$ denotes the uncoupled frequency. From these expressions, we see that the TLS transition frequency depends on the state of its coupled TF, and vice versa. Therefore, as the TF thermally transitions between its energy eigenstates, the TLS transition frequency jumps by $2g_{zz}/h$, which is observed as telegraphic spectral diffusion. Diffusive dynamics can emerge in the bath limit of this model, in which a single TLS is coupled to many TFs.

We now analyze our observations in the context of the interacting defect model and confirm that they are consistent [30]. The largest telegraphic jump that we observe is $\sim 60$ MHz, which corresponds to a TLS-TF coupling rate $g_{zz}/h = 30$ MHz. This coupling magnitude makes physical sense since it corresponds to the interaction of two collinear 1 eÅ dipoles separated by $\sim 35$ nm in a material with a relative permittivity of 10. The average telegraphic jump rates $\Gamma = (\Gamma_{\text{g} \rightarrow e} + \Gamma_{e \rightarrow g})/2$ that we observe range from $\sim 50$ µHz to 5 mHz, and they are roughly distributed as $\sim \Gamma^{-1}$. This distribution is expected for tunneling defects [24], but the range is somewhat surprising, since typical TLS relaxation rates are $\sim 1$ MHz [25]. This disparity may be explained by the quadratic scaling of $\Gamma_{e \rightarrow g}$ on the tunneling energy $\Delta$, which can vary from uHz to GHz for defects in similar materials [16,19,25]. The scaling of $\Gamma_{e \rightarrow g}$ on the transition energy $E$ cannot close this disparity. For several defects where many telegraphic jumps are observed, we
estimate the TF energy $E_{\text{TF}}/k_B T = \ln \left( \frac{\Gamma_e - \Gamma_g}{\Gamma_e - \Gamma_\text{g}} \right)$, which ranges from 0.18 to 0.99. This is consistent with our primary hypothesis that spectral diffusion is driven by thermal fluctuators.

To estimate the density of TF defects and to understand the relationship between the telegraphic and diffusive regimes, we run a Markov-Chain Monte Carlo simulation of interacting defect dynamics in a thin film representative of the interfacial dielectrics, but this is not unexpected for interfacial thin films (see Fig. S3 in Ref. [30]). This density is $\sim 10^4$ MHz (hour)$^{-1/2}$ is consistently reproduced by our simulation at TF densities above $10^4$ GHz$^{-1}$ cm$^{-3}$ ($\sim 25 \times 10^{20}$ eV$^{-1}$ cm$^{-3}$). Furthermore, at a fixed density of $\sim 10^4$ GHz$^{-1}$ cm$^{-3}$, the simulation qualitatively reproduces virtually all of our diffusive and telegraphic data (see Fig. S3 in Ref. [30]). This density is $\sim 10^3$ higher than the densities typically quoted for bulk dielectrics, but this is not unexpected for interfacial thin films [22]. These simulations demonstrate that the observed spectral diffusion dynamics can emerge from the interacting defect model at a single TF density that is physically plausible.

We spectrally and temporally resolved qubit $T_1$. In these data we identified single TLS defects and tracked their spectral diffusion dynamics, which we attribute to the interacting defect model. We find that defects and their spectral diffusion are directly responsible for the most interacting defect model. We find that defects and their spectral diffusion are directly responsible for the most

between spectral diffusion and defect density suggests that invoking a single TLS defect model is adequate for stabilizing and improving the energy-relaxation times of superconducting circuits. In the short term, defect data should guide qubit calibration protocols. For example, defects’ diffusivity and coherence properties should inform the algorithms that are used to select tunable qubits’ frequencies and how often those algorithms are run. In the long term, defect data should guide qubit design and fabrication parameters. For example, the relationship between spectral diffusion and defect density suggests that correlation studies can be used to identify defective circuit components and materials. Ultimately, improved qubit calibration, circuit design, and fabrication will likely be necessary to manufacture and operate a quantum computer that can solve practical problems.
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