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Fundamental questions in chemistry and physics
may never be answered due to the exponential com-
plexity of the underlying quantum phenomena. A
desire to overcome this challenge has sparked a new
industry of quantum technologies with the promise
that engineered quantum systems can address these
hard problems. A key step towards demonstrating
such a system will be performing a computation
beyond the capabilities of any classical computer,
achieving so-called quantum supremacy. Here, us-
ing 9 superconducting qubits, we demonstrate an
immediate path towards quantum supremacy. By
individually tuning the qubit parameters, we are
able to generate thousands of unique Hamiltonian
evolutions and probe the output probabilities. The
measured probabilities obey a universal distribu-
tion, consistent with uniformly sampling the full
Hilbert-space. As the number of qubits in the algo-
rithm is varied, the system continues to explore the
exponentially growing number of states. Combining
these large datasets with techniques from machine
learning allows us to construct a model which ac-
curately predicts the measured probabilities. We
demonstrate an application of these algorithms by
systematically increasing the disorder and observ-
ing a transition from delocalized states to localized
states. By extending these results to a system of
50 qubits, we hope to address scientific questions
that are beyond the capabilities of any classical com-
puter.

A programmable quantum system consisting of merely 50
to 100 qubits could revolutionize scientific research. While
such a platform is naturally suited to address problems in
quantum chemistry and materials science [1–4], applications
range to fields as far as classical dynamics [5] and computer
science [6–9]. A key milestone on the path towards realizing
these applications will be the demonstration of an algorithm
which exceeds the capabilities of any classical computer -
achieving quantum supremacy [10]. Sampling problems are
an iconic example of algorithms designed specifically for
this purpose [11–14]. A successful demonstration of quan-
tum supremacy would prove that engineered quantum sys-
tems, while still in their infancy, can outperform the most
advanced classical computers.

Consider a system of coupled qubits whose dynamics uni-

formly explore all accessible states over time. The com-
plexity of simulating this evolution on a classical computer
is easy to understand and quantify. Since every state is
equally important, it is not possible to simplify the prob-
lem, using a smaller truncated state-space. The complexity
is then simply given by asking how much classical mem-
ory does it take to store the state-vector. Storing the state
of a 46-qubit system takes nearly a petabyte of memory
and is at the limit of the most powerful computers [14, 15].
Sampling from the output probabilities of such a system
would therefore constitute a clear demonstration of quan-
tum supremacy. Note that this is only an upper bound on
the number of qubits required - other constraints, such as
computation time, may place practical limitations on even
smaller system sizes.

Here, we experimentally illustrate a blueprint for demon-
strating quantum supremacy. We present data character-
izing two basic ingredients required for any supremacy ex-
periment: complexity and fidelity. First, we demonstrate
that the qubits can uniformly explore the Hilbert-space,
providing a direct measure of algorithm complexity. Next,
we compare the measurement results with the expected be-
havior and show that the algorithm can be implemented
with high fidelity. Experiments for probing complexity and
fidelity provide a foundation for demonstrating quantum
supremacy.

The more control a quantum platform offers, the easier

Figure 1. Device: nine-qubit array. Optical micrograph of
the device. Gray regions are aluminum, dark regions are where
the aluminum has been etched away to define features. Colors
have been added to distinguish readout circuitry, qubits, cou-
plers and control wiring.
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it is to embed diverse applications. For this reason, we
have developed superconducting gmon qubits with tunable
frequencies and tunable interactions. A photograph of the
device used in this experiment is shown in Fig. 1. The device
consists of three distinct sections: control (bottom), qubits
(center) and readout (top). A detailed circuit diagram is
provided in the supplementary material.

Each of our gmon qubits can be thought of as a nonlinear
oscillator. The Hamiltonian for the device is given by

H =

9∑

i=1

δin̂i+
ηi
2
n̂i (n̂i − 1)+

8∑

i=1

gi

(
â†i âi+1 + âiâ

†
i+1

)
(1)

where n̂ is the number operator and â† (â) is the raising
(lowering) operator. The qubit frequency sets the coeffi-
cient δi, the nonlinearity sets ηi and the nearest neighbor
coupling sets gi. The two lowest energy levels (|0〉 and |1〉)
form the qubit subspace. The higher energy levels of the
qubits, while only virtually occupied, substantially modify
the dynamics.

In Fig. 2 we outline the experimental procedure and pro-
vide two instances of the raw output data. Panel a shows a
five-qubit example of the pulses used to control the qubits.
First, the system is initialized (red) by placing half of the
qubits in the excited state, e.g. |00101〉. The dynamics
result from fixing the qubit frequencies (orange) and simul-
taneously ramping all of the nearest-neighbor interactions
on and then off (green). The shape of the coupling pulse is
chosen to minimize leakage out of the qubit subspace [16].
After the evolution, we simultaneously measure the state
of every qubit. Each measurement results in a single out-
put state, such as |10010〉; the experiment is repeated many
times in order to estimate the probability of every possible
output state. We then carry out this procedure for ran-
domly chosen values of the qubit frequencies, the coupler
pulse lengths, and the coupler pulse heights. The probabil-
ities of the various output states are shown in panel b for
two instances of the evolution after 10 coupler pulses (cy-
cles). The height of each bar represent the probability with
which that output state appeared in the experiments.

It is important to note that the Hamiltonian in Eq. 1
conserves the total number of excitations. This means that
because we start in a state with half the qubits excited,
we should also end in a state with half the qubits excited.
However, most experimental errors do not obey this symme-
try, allowing us to identify and remove erroneous outcomes.
While this helps to reduce the impact of errors, it slightly
reduces the size of the Hilbert-space. For N qubits, the
number of states is given by the permutations of N/2 ex-
citations in N qubits and is approximately 2N/

√
N . As an

example, a 64 qubit system would access roughly 261 states
under our protocol.

The measured probabilities, while they appear largely
random, provide significant insight into the quantum dy-
namics. A key feature of these datasets are the rare, taller-
than-average peaks - analogous to the high intensity regions

Figure 2. Protocol: pulse sequence & raw data. a Five
qubit example of the pulse sequences used in these experiments.
First, the qubits are initialized using microwave pulses (red).
Half of the qubits start in the ground state |0〉 and half start in
the excited state |1〉. Next, the qubit frequencies are set using
rectangular pulses (orange). During this time, all the couplings
are simultaneously pulsed (green); each pulse has a randomly
selected duration. Lastly, we measure the state of every qubit.
The measurement is repeated many times in order to estimate
the probability of each output state. b We repeat this pulse
sequence for randomly selected control parameters. For each in-
stance, the qubit frequencies, coupling pulse heights and lengths
are varied. Here, we plot the measured probabilities for two
instances after 10 coupler pulses (cycles). Error bars (±3 stan-
dard deviations) represent the statistical uncertainty from 50,000
samples.

of a laser’s speckle pattern. These highly-likely states serve
as a fingerprint of the underlying evolution and provide a
means for verifying that the desired evolution was properly
generated. The distribution of these probabilities provides
evidence that the dynamics coherently and uniformly ex-
plore the Hilbert-space.

In Fig. 3 we use the measured probabilities to show that
the dynamics uniformly explore the Hilbert-space for ex-
periments ranging from 5 to 9 qubits. We begin by mea-
suring the output probabilities after 5 cycles for between
500 and 5000 unique instances. In order to compare ex-
periments with different number of qubits, the probabili-
ties are weighted by the number of states in the Hilbert-
space. Fig. 3a shows a histogram of the weighted prob-
abilities where we find nearly universal behavior. Small
probabilities (less than 1/Nstates) appear most often and
probabilities as large as 4/Nstates show up with a frequency
of around 1%. In stark contrast to this, we observe a tall
narrow peak centered around 1 for longer evolutions whose
duration is comparable to the coherence time of the qubits.

A quantum system which uniformly explores all states is
expected to have an exponential distribution of weighted
probabilities. The dark solid line in Fig. 3a corre-
sponds to such a distribution and is simply given by
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Figure 3. Complexity: uniform sampling of an exponen-
tially growing state-space. a Histograms of the raw prob-
abilities (see Fig. 1b) for 5 to 9 qubit experiments, after five
cycles of evolution. Before making the histogram, probabilities
are weighted by the number of states in the Hilbert-space, this
places all of the curves onto a universal axis. The width of the
bars represents the size of the bins used to construct the his-
togram. The data is taken from over 29.7 million experiments.
For dynamics which uniformly explore all states, this histogram
decays exponentially; an exponential decay is shown as a solid
line for comparison. For contrast, we plot a histogram of the
probabilities for 7 qubits after 100 cycles. Here, decoherence
dominates and we observe a tall narrow peak around 1. b In
order to measure convergence of the measured histogram to an
exponential distribution, we compute their distance as a func-
tion of the number of cycles. Distance is measured using the
KL-divergence (see Eq. 2). We find that a maximum overlap oc-
curs after just two cycles, following which decoherence increases
their distance.

e−probability×Nstates ; this is also referred to as a Porter-
Thomas distribution [14, 17]. The universal and exponen-
tial behavior of the data leads us to conclude that the dy-
namics are uniformly exploring the state-space. Deviations
from an exponential distribution are the result of decoher-
ence which drives the output states to appear with equal
probability; this is the behavior that we observe at long
times. This demonstration of dynamics that take advan-
tage of the full exponentially growing number of states (a
direct probe of computational complexity) is a key ingredi-
ent for experimentally demonstrating quantum supremacy.

In Fig. 3b we study the number of cycles it takes for the
system to uniformly explore all states by comparing the
measured probabilities to an exponential distribution. Af-

Figure 4. Fidelity: learning a better control model. a
Average fidelity decay versus number of cycles for 5 to 9 qubit
experiments (circles). The fidelity is computed using Eq. 3. The
error per cycle, presented inset, is the slope of the dashed-line
which best fits the data. b Using the fidelity as a cost-function,
we learn optimal parameters for our control model. Here, we take
half of the experimental data and use this to train our model.
The other half of the data is used to verify this new model; the
optimizer does not have access to this data. The corresponding
improvement in fidelity of the verification set provides evidence
that we are indeed learning a better control model.

ter each cycle, we compare the measured histogram to an
exponential decay. The distance between these two distri-
butions is measured using the KL-divergence DKL,

DKL = S(ρmeasured, ρexponential)− S(ρmeasured) (2)

where the first term is the cross-entropy between the mea-
sured distribution ρmeasured and an exponential distribu-
tion ρexponential, and the second term is the self-entropy of
the measured distribution. The entropy of a set of proba-
bilities is given by S (P ) = −∑i pi log (pi) and the cross-
entropy of two sets of probabilities is given by S (P,Q) =
−∑i pi log (qi). Their difference, the KL-divergence, is zero
if and only if the two distributions are equivalent.

We find that the experimental probabilities closely resem-
ble an exponential distribution after just two cycles. For
longer evolutions, decoherence reduces this overlap. These
results suggests that we can generate very complex dynam-
ics with only two pulses - a surprisingly small number.

In addition to demonstrating an exponential scaling of
complexity, it is necessary to characterize the algorithm fi-
delity. Determining the fidelity requires a means for com-
paring the measured probabilities Pmeasured with the proba-
bilities expected from the desired evolution Pexpected. Based
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Figure 5. Applications: localization & delocalization.
a Average 2-body correlations (see Eq. 4) as a function of the
separation between qubits. The data is shown for two values of
disorder strength. At low disorder (gold) the qubit frequencies
are set over a range of ± 5MHz and the 2-body correlations are
independent of separation (i.e. qubits at the ends of the chain
are just as correlated as nearest neighbors). At high disorder
(blue) the qubit frequencies are set over a range of ± 30MHz
and we find an exponential decay in correlations as a function
of separation. b We map out the correlations as a continuous
function of the frequency disorder. Arrows indicate the location
of line cuts used in panel a. We observe a clear transition from
long-range to short-range correlations.

on the proposal outlined in Ref. [14], we use the cross-
entropy to quantify the fidelity

S (Pincoherent, Pexpected)− S (Pmeasured, Pexpected)

S (Pincoherent, Pexpected)− S (Pexpected)
(3)

where Pincoherent stands for an incoherent mixture with each
output state given equal likelihood - this is the behavior
that we observe after many cycles. When the distances
between the measured and expected probabilities is small,
the fidelity approaches 1. When the measured probabilities
approach an incoherent mixture, the fidelity approaches 0.

In Fig. 4a we show that the desired evolution can be im-
plemented with high fidelity. We find that at short times
the fidelity decays linearly with increasing number of cy-
cles, fits to the data are shown as dashed lines. The slope
of these lines measures the error per cycle; this slope is dis-
played inset for each number of qubits. We find that the
error scales with the number of qubits at a rate of around
0.4% error/qubit/cycle. If such an error rate extends to
larger systems, we will be able to perform 60 qubit experi-
ments of depth 2 while still remaining above 50% total er-
ror. These results provide promising evidence that quantum
supremacy may be achievable using existing technology.

Predicting the expected probabilities is a major challenge.
First, substantial effort has been taken to accurately map
the control currents to Hamiltonian parameters; the de-
tailed procedure for constructing this map is outlined in
the supplementary materials. Second, we model the Hamil-
tonian using only single qubit calibrations, which we find
is accurate even when all the couplers are used simultane-
ously. This is a scalable approach to calibration. Third,
when truncating the Hamiltonian to qubits with two-levels,
we find poor agreement both theoretically and experimen-
tally. We find a 3-level description must be used to account
for virtual transitions to the second excited state during
the evolution. When including these states, truncating to a
fixed number of excitations lowers the size of the computa-
tional Hilbert space from 3N to approximately 0.15×2.42N

(see Table 1 in supplement): thus a nine-qubit experiment
requires accurately modeling a 414-dimensional unitary op-
eration. Determining how many of these states are needed
for sufficient accuracy depends on the magnitude of the cou-
pling and is an open question, but should scale somewhere
between 2.0N and 2.5N .

In Fig. 4b we show how techniques from machine learn-
ing were used to achieve low error rates. In order to set
the matrix-elements of the Hamiltonian, we build a physi-
cal model for our gmon qubits. This model is parameterized
in terms of capacitances, inductances and control currents.
The parameters in this model are calibrated using simple
single qubit experiments (see supplement). Here, we use a
search algorithm to find offsets in the control model which
minimize the error (1 - Fidelity). Figure 4b shows the er-
ror, averaged over cycles, versus the number of optimization
steps. Prior to training the model, the data is split into two
halves - a training set (red) and a verification set (black).
The optimization algorithm is only provided access to the
training set, the verification set is used only to verify the
optimal parameters.

We find that the error in both the training set and the
verification set fall significantly by the end of the optimiza-
tion procedure. The high degree of correlation between the
training and verification data suggests that we are genuinely
learning a better physical model. Optimizing over more pa-
rameters does not further reduce the error. This suggests
that the remaining error is not control but results from de-
coherence. Using the cross-entropy as a cost function for
optimizing the parameters of a physical model was the key
to achieving high-fidelity control in this experiment.

Ideally, in addition to exponential complexity and high
fidelity, a quantum platform should offer valuable applica-
tions. In Fig. 5 we consider applications of our algorithms to
many-body physics where the exponential growth in com-
plexity is a significant barrier to ongoing research [18–23].
By varying the amount of disorder in the system, we are
able to study disorder-induced localization. This is done
using 2-body correlations

|〈n̂in̂j〉 − 〈n̂i〉 〈n̂j〉| (4)
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which we average over qubit-pairs, cycles and instances. In
panel a, we plot the average 2-body correlations versus the
separation between qubits. This experiment is performed
for both low and high disorder in the qubit frequencies,
shown in gold and blue respectively. In panel b, this exper-
iment is carried out as we continuously vary the amount of
disorder.

At low disorder, we find that the correlations are inde-
pendent of separation - qubits at opposite ends of the chain
are as correlated as nearest neighbors. At high disorder, the
correlations fall off exponentially with separation. The rate
at which this exponential decays allows us to determine the
correlation length. A fit to the data is shown in Fig. 5a as a
solid blue line where we find a correlation length of roughly
4 qubits. The study of localization and delocalization in
interacting systems provides a promising application of our
algorithms.

Here, we have demonstrated an immediate path towards
quantum supremacy. We show that the algorithm complex-
ity scales exponentially with the number of qubits and can
be implemented with high fidelity. If similar error rates are
achievable in future devices with around 50 qubits, we will
be able to explore quantum dynamics that are inaccessible
otherwise.
Acknowledgments: This work was supported by

Google. C.Q. and Z.C. acknowledge support from the Na-
tional Science Foundation Graduate Research Fellowship
under Grant No. DGE-1144085. Devices were made at the
UC Santa Barbara Nanofabrication Facility, a part of the
NSF funded National Nanotechnology Infrastructure Net-
work.
Author Contributions: C.N. designed and fabricated

the device. C.N. and P.R. designed the experiment. C.N.
performed the experiment and analyzed the data. C.N.,
K.K. and V.S. developed the physical control model. S.B.
and S.I. numerically validated the protocol for large qubit
arrays. All members of the UCSB and Google team con-
tributed to the experimental setup and to the manuscript
preparation.

∗ These authors contributed equally to this work.
† martinis@physics.ucsb.edu

[1] Richard P Feynman. Simulating physics with computers.
International Journal of Theoretical Physics, 21(6):467–488,
1982.

[2] I. Buluta and F. Nori. Quantum simulators. Science, 326
(5949):108–111, 2009.

[3] B. Lanyon, J. Whitfield, G. Gillett, M. Goggin, M. Almeida,
I. Kassal, J. Biamonte, M. Mohseni, B. Powell, M. Barbi-
eri, A. Aspuru-Guzik, and A. White. Towards quantum
chemistry on a quantum computer. Nature Chemistry, 2
(2):106–111, 2010.

[4] A. Peruzzo, J. McClean, P. Shadbolt, M. Yung, X. Zhou,
P. Love, A. Aspuru-Guzik, and J. O’brien. A variational
eigenvalue solver on a quantum processor. Nature Commu-

nications, 5, 2014.
[5] A. Mezzacapo, M. Sanz, L. Lamata, I. Egusquiza, S. Succi,

and E. Solano. Quantum simulator for transport phenomena
in fluid flows. Scientific Reports, 5, 2015.

[6] T. Kadowaki and H. Nishimori. Quantum annealing in the
transverse ising model. Physical Review E, 58(5):5355, 1998.

[7] S. Boixo, T. Rønnow, S. Isakov, Z. Wang, D. Wecker, D. Li-
dar, J. Martinis, and M. Troyer. Evidence for quantum an-
nealing with more than one hundred qubits. Nature Physics,
10(3):218–224, 2014.

[8] S. Lloyd, M. Mohseni, and P. Rebentrost. Quantum algo-
rithms for supervised and unsupervised machine learning.
arXiv preprint arXiv:1307.0411, 2013.

[9] V. Denchev, S. Boixo, S. Isakov, N. Ding, R. Babbush,
V. Smelyanskiy, J. Martinis, and H. Neven. What is the
computational value of finite-range tunneling? Physical
Review X, 6(3):031015, 2016.

[10] J. Preskill. Quantum computing and the entanglement fron-
tier. 2012. 25th Solvay Conf. arXiv:1203.5813.

[11] S. Aaronson and A. Arkhipov. The computational complex-
ity of linear optics. In Proceedings of the forty-third annual
ACM symposium on Theory of computing, pages 333–342.
ACM, 2011.

[12] B. Peropadre, G. Guerreschi, J. Huh, and A. Aspuru-Guzik.
Proposal for microwave boson sampling. Physical Review
Letters, 117(14):140505, 2016.

[13] Michael J Bremner, Ashley Montanaro, and Dan J Shep-
herd. Average-case complexity versus approximate simula-
tion of commuting quantum computations. Phys. Rev. Lett.,
117:080501, 2016.

[14] S. Boixo, S. Isakov, V. Smelyanskiy, R. Babbush, N. Ding,
Z. Jiang, J. Martinis, and H. Neven. Characterizing
quantum supremacy in near-term devices. arXiv preprint
arXiv:1608.00263, 2016.

[15] T. Häner and D. Steiger. 0.5 petabyte simulation of a 45-
qubit quantum circuit. arXiv preprint arXiv:1704.01127,
2017.

[16] J. Martinis and M. Geller. Fast adiabatic qubit gates using
only σ z control. Physical Review A, 90(2):022307, 2014.

[17] CE Porter and RG Thomas. Fluctuations of nuclear reac-
tion widths. Physical Review, 104(2):483, 1956.

[18] M. Schreiber, S. Hodgman, P. Bordia, H. Lüschen, M. Fis-
cher, R. Vosk, E. Altman, U. Schneider, and I. Bloch. Ob-
servation of many-body localization of interacting fermions
in a quasirandom optical lattice. Science, 349(6250):842–
845, 2015.

[19] D. Basko, I. Aleiner, and B. Altshuler. Metal–insulator tran-
sition in a weakly interacting many-electron system with
localized single-particle states. Annals of physics, 321(5):
1126–1205, 2006.

[20] A. Pal and D. Huse. Many-body localization phase transi-
tion. Physical Review B, 82(17):174411, 2010.

[21] L. Santos, A. Polkovnikov, and M. Rigol. Entropy of isolated
quantum systems after a quench. Physical Review Letters,
107(4):040601, 2011.

[22] M. Rigol, V. Dunjko, and M. Olshanii. Thermalization and
its mechanism for generic isolated quantum systems. Na-
ture, 452(7189):854–858, 2008.

[23] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalat-
tore. Colloquium: Nonequilibrium dynamics of closed in-
teracting quantum systems. Reviews of Modern Physics, 83
(3):863, 2011.



Supplementary Information for "A blueprint for demonstrating quantum supremacy
with superconducting qubits"

C. Neill1,∗ P. Roushan2,∗ K. Kechedzhi3, S. Boixo2, S. V. Isakov2, V. Smelyanskiy2, R. Barends2,
B. Burkett2, Y. Chen2, Z. Chen1, B. Chiaro1, A. Dunsworth1, A. Fowler2, B. Foxen1, R.

Graff2, E. Jeffrey2, J. Kelly2, E. Lucero2, A. Megrant2, J. Mutus2, M. Neeley2, C. Quintana1,
D. Sank2, A. Vainsencher2, J. Wenner1, T. C. White2, H. Neven2, and J. M. Martinis1,2†

1Department of Physics, University of California, Santa Barbara, CA 93106-9530, USA
2Google Inc., Santa Barbara, CA 93117, USA and

3QuAIL, NASA Ames Research Center, Moffett Field, CA 94035, USA

I. QUBIT ARCHITECTURE

The more control a quantum platform offers, the sim-
pler it is to embed diverse applications. For this reason,
we have developed superconducting gmon qubits with
tunable frequencies and tunable interactions. An opti-
cal micrograph of the device is shown in Fig. 1 of the
main text and the corresponding circuit diagram is shown
in Fig. S1. The qubits consist of a capacitor (coplanar-
waveguide strip), a flux-tunable DC SQUID and a shunt
inductor. While the qubits are similar to typical planar
transmons (unbiased frequency of 6.2GHz, non-linearity
of 180MHz), the shunt inductor provides coupling to an
RF SQUID. Flux into this RF SQUID allows for tun-
able coupling between neighboring qubits. The voltage
divider created by the DC SQUID and shunt inductor
protect the qubit from capacitive losses in the coupling
circuit. Each qubit is dispersively coupled to a read-
out resonator which are themselves coupled to a low-Q
Purcell filter. Twenty-six control lines are used to drive
microwave rotations (coupling of 50 aF), set the qubit
frequencies (mutual of 1 pH), and bias the couplers (mu-

Figure S1. Device. Circuit diagram for the device shown
in Fig. 1 of the main text. The qubit SQUID and coupler
junction inductances are the effective linear values at zero
phase.

∗ These authors contributed equally to this work.
† martinis@physics.ucsb.edu

tual of 1 pH). Interconnects and crossovers are formed
using aluminum air-bridges. The qubits have energy re-
laxation times T1 ≈ 10 − 15µs and ramsey dephasing
times of around 5µs near the flux-insensitive point.

II. RAW DATA WITH PREDICTIONS

In the main-text, the cross-entropy is used to show that
we are able to accurately predict the measured probabil-
ities. Here, we show the measured probabilities with the
predictions overlaid onto the data (Fig. S2). We find a
strong resemblance between the data and the predictions.
While less quantitative than Fig. 4a in the main-text, this
provides an intuitive and visual demonstration that we
have developed an accurate control model.

Figure S2. Raw data with model predictions. Measured
probabilities for two instances of a 5 qubit experiment after
10 cycles (blue bars). Error bars (3 standard deviations) rep-
resent the statistical error from 50,000 samples. This is the
same data used in Fig. 1 of the main-text, however, now we
overlay the expected probabilities (red circles).ar
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III. HISTOGRAM OF PROBABILITIES
WITHOUT NORMALIZATION

The output probabilities of interacting quantum sys-
tems (after sufficiently long evolution) all obey a single
universal distribution, known as a Porter-Thomas dis-
tribution. The distribution of probabilities p has the
form e−p×Nstates where Nstates is the dimension of the
state space. In the main text, we plot histograms of the
measured probabilities weighted by Nstates - this places
the data onto a universal axis. For completeness, we
present histograms of the same datasets without weights
(see Fig. S3).

Figure S3. Histogram of probabilities. Histograms of the
raw output probabilities for 5 to 9 qubit experiments after 5
cycles of evolution. The width of the bars represent the size
of the bins used to construct the histogram. This is the same
data used in Fig. 2 of the main-text, however, here we do not
normalize the probabilities by the number of states.

IV. HILBERT-SPACE DIMENSION

Determining how many states are required to accu-
rately reproduce the experimental data is key to un-
derstanding the complexity of our algorithms. In the
main text, we show that the system uniformly explores a
Hilbert space that grows as 2N/

√
N . Therefore, this ex-

pression provides a lower bound on the complexity. How-
ever, higher states of each qubit (e.g. |2〉) do modify the
dynamics and including these states in the simulations
increases the computational complexity (see Appendix
for more details).

In Table 1 we consider the number of states needed un-
der various truncations schemes. The first column is the
number of qubits ranging from 3 to 9. The second column
is the number of states typically associated with qubit
simulations (2N ) and is shown for comparison. The third
column is the number of states if each qubit is treated as
a 2-level system and truncated to a subspace with half

the qubits excited - this scales roughly as 2N/
√
N . This

is the lower bound on the scaling of complexity as the
system uniformly explores these states (see main text).
In the fourth column we consider all states where only a
single qubit is in the state |2〉 - we refer to these states as
single doublons. An example of such a state for 8 qubits
and 4 excitation would be |02100100〉. States of this form
are the closest in energy to the qubit-subspace and, con-
sequently, most significantly modify the evolution. In the
last column we consider qutrits that have been truncated
to the subspace with the correct number of excitations
and includes multi-doublon states.

N 2-Levels 2-Levels
truncated

Single
doublon

3-Levels
truncated

3 8 3 6 6
4 16 6 10 10
5 32 10 15 15
6 64 20 50 50
7 128 35 77 77
8 256 70 238 266
9 512 126 378 414

Table S1. Hilbert-space dimension versus number of qubits
N for various truncation schemes. The second column (2-
levels) is simply 2N . The next column is the number of states
after truncating to a subspace with a fixed number of excita-
tions. The third column (single doublon) includes additional
states where a single qubit is in the 2-state (e.g. |02100100〉).
The final column treats each qubit as a 3-level system and
truncates to a fixed number of excitations. This includes all
multi-doublon states such as |02020000〉.

In Fig. S4 we plot the number of states for each of these
truncation schemes for 10 to 50 gmon qubits as solid col-
ored lines. We have taken log2 of the vertical axis so that
it represents an effective number of qubits. In addition
to the exact scaling, we plot approximate expressions as
dashed black lines. We find that 2N/

√
N is an accurate

scaling for two-level systems assuming fixed number of
excitations. Fitting the results for the single-doublon and
qutrit subspaces, we find approximate scalings of 2.05N

and 0.15 × 2.42N . For comparison, we plot the classi-
cal memory requirements as horizontal lines for a typical
16 GB home computer, a 1 TB high-performance com-
puter, and a 1 PB super computer. A home computer
may be able to simulate 33, 28 or 26 qubits depending
on the truncation scheme. A super computer would be
limited to 47, 44, or 37 qubits - this is the the number
of qubits required to achieve quantum supremacy. For
further details on the complexity of these algorithms see
Appendix.
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Figure S4. Complexity scaling. Hilbert-space dimen-
sion versus number of qubits for 10 to 50 qubits for various
truncation schemes. In every case, we only consider states
with a fixed number of excitations. The exact scaling for
qubits, single doublons and qutrits are shown in blue, green
and red respectively. The corresponding dashed lines are ap-
proximate scalings. For qubits, this is given by 2N/

√
N . For

the single-doublon subspace, we find that 2.05N is an accu-
rate approximation. For qutrits, we find that 0.15 × 2.42N

is an accurate approximation. Horizontal lines correspond to
memory requirements on a classical computer assuming the
state is represented using complex 64-bit numbers.

V. POST-SELECTION

The control sequences used in this experiment are de-
signed to conserve the total number of excitations. How-
ever, experimental imperfections, such as measurement
error and photon loss, can change the number of exci-
tations. The ability to identify and remove erroneous
outcomes, while advantageous, comes at the expense of
reduced data rates. In Fig. S5 we plot the fraction of
measurements that were thrown away as a function of
the number of cycles for 5 to 9 qubit experiments. Ini-
tially (at 0 cycles), the number of erroneous outcomes
scales as 5.0%/qubit, consistent with measurement infi-
delity. The number of erroneous outcomes scales linearly
with the number of cycles at a rate of 0.1%/qubit/cycle,
consistent with photon loss.

Figure S5. Post-selection. The fraction of the measure-
ments that were rejected during post-selection is plotted ver-
sus the number of cycles for 5 to 9 qubit experiments.

VI. CALIBRATIONS: OVERVIEW

Arbitrary time-dependent control of a well-specified
Hamiltonian is a staggering control problem. In the next
four sections, we describe the calibration procedures used
to tackle this problem. While there is still a great deal of
work left before completely arbitrary control is feasible,
this work represents a significant step in that direction.

Converting time-dependent pulses into time-dependent
matrix elements is done in two steps. First, the signals
produced at room temperature are not necessarily what
reach the target device (qubit or coupler SQUID). Non-
idealities include pulse-distortion, relative timings, and
crosstalk (see sections A, B & C). Second, a physical
model of the device is required to convert the signals at
the target device to matrix-elements of a Hamiltonian
(see section D).

A. Calibration 1: Pulse distortion

We observe that our control pulses undergo frequency-
dependent attenuation. The transfer-function between
room temperature and the target-device is modeled as

H (ω) = 1 + ε
iωτ

1 + iωτ
(1)

where ε is the fraction of the pulse height that undergoes
distortion (typically ε ≈ 1%) and τ is a characteristic
time-scale (typical values are 10 ns and 70 ns). This ex-
pression can be derived using a simple model, treating
the CPW bias-line as an inductor network with lossy
asymmetric return paths. While the physical origin of
the pulse-distortion is not completely understood, this
model is consistent with the data.

The pulse sequence used to infer the transfer function
is shown inset in Fig. S6a. First, the qubit is rotated to
the equator. Next, a square pulse is applied to the qubit
flux-bias line. The phase of the qubit is then measured
as a function of delay time after the pulse using state-
tomography. Ideally, the phase should be independent of
time. However, we observe that the control pulse settles
over time in a manner consistent with Eq. 1. The data is
shown in red for all nine qubits.

The procedure used to fit the phase response is shown
in panel b. First, an initial guess for the parameters of
the transfer function is used to predict the decay of the
control pulse. Next, the control flux is converted to qubit
frequency using a separate calibration (data not shown).
The change in qubit-frequency can then be integrated to
get the corresponding phase shift. The difference between
the predicted phase response and the measured phase re-
sponse provides a cost function for finding the optimal
parameters in the transfer function. If one term is in-
sufficient to flatten the response, a second amplitude and
time-constant is added in order to further suppress phase
accumulation. The inferred transfer function can then be
used to correct for the observed distortion by dividing the
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output signals ( in the frequency domain) by the transfer
function. The phase response after correction is shown
in panel a (black).

Figure S6. Pulse distortion. a Qubit phase as a function
of time after a pulse on the qubit flux-bias line. The ideal
response is flat, however, due to imperfections in the lines, we
observe the response shown in red. The data can be fit for the
transfer function of the line and this can be used to flatten
the response. The data after correction is shown in black.
b Procedure for fitting the phase response data. Given a
model for the transfer function, one can compute the expected
flux versus time. Knowing the qubit frequency versus flux
allows this to be converted to qubit frequency and then phase.
This predicted phase can then be compared to the measured
phase response and the difference provides a cost function for
optimizing the parameters of the transfer function.

B. Calibration 2: Timing

Variations in the cabling and filtering can result in the
pulses arriving at the target device at different times. It
is therefore important to measure these delays and offset
the pulses in order to compensate. Conceptually, this
is done by choosing a single control line as a reference
to which all other lines are synced. In this experiment,
the flux-bias line of the center qubit (Q5) is chosen to
be the reference. The rest of the lines are synchronized
using the following steps. 1) The microwave pulses on

Q5 are shifted so they align with the flux-bias pulses. 2)
The flux-bias of the neighboring coupler (e.g. CP45) is
shifted in order to sync with Q5’s microwave line. 3) The
flux-bias and microwave lines of Q4 are synchronized with
one another by shifting the microwave pulse. 4) Both the
flux-bias and microwave lines of Q4 are shifted in order to
sync up with CP45. This procedure starts in the center
and moves out towards both edges until the entire array
is synced.

Figure S7. Timing delays. a Pulse sequence used to
synchronize timings for the 26 control lines. The qubit flux-
bias lines and microwave lines are synchronized by varying
the delay between a pi-pules and a detune pulse. When the
relative timing is large, the pi-pulse excites the qubit; when
the relative timing is small, the qubit is detuned from the
microwave rotation and the pulse fails to excite the qubit. An
identical experiment is used to synchronize the coupler flux-
bias lines. This is done by using the frequency shift induced
on the qubit by the coupler. b Experimental data for qubits
and couplers. Each curve is fit to a sum of two error-functions
in order to determine the timing offset between pulses.



S5

Figure S8. Flux-bias crosstalk. a, b Pulse sequence and
measurement used to calibrate cross-talk between flux-bias
lines. This experiment is performed on all combinations of
’source’ lines and ’target’ qubits and couplers. For a fixed
pulse height on the source line, we vary the height of a com-
pensation pulse on the target line and measure the phase of
a ’measure’ qubit. The correct compensation amplitude cor-
responds to where the measured phase is equal to the phase
without a pulse on the source line - this is the reference value
(green) shown in the middle panel. The ratio of the compen-
sation amplitude and the source pulse height is the crosstalk
matrix-element. c The cross-talk matrix. Each pixel repre-
sent the crosstalk matrix-element from the source device to
the target device. Cross-talk from from qubits to neighboring
couplers are not shown as they saturate the color-scale at 4%.

The pulse sequence used to carry out this procedure
is shown in Fig. S7a. The relative timing between a mi-
crowave pi-pulse and a qubit (or coupler) flux-bias pulse
is varied and the probability of the qubit being in the
excited state is measured. If the flux-bias pulse occurs

before or after the pi-pulse, the qubit ends up in the ex-
cited state. When the flux-bias pulse occurs during the
pi-pulse, the qubit frequency shifts and the pi-pulse is
off-resonance with the qubit and fails to completely ex-
cite the qubit. Data for both qubit and coupler flux-bias
pulses are shown in panel b. The data is fit in order
to determine the timing offset and the result is used to
correct future pulses.

C. Calibration 3: Crosstalk

Ideally, the current from any given control line will
only reach a single device. However, due to unwanted
geometric coupling, a small fraction of the flux from any
line will reach several devices. The procedure used to
measure and correct for this effect (linear flux crosstalk)
is shown in Fig. S8.

The pulse sequence and an example dataset are shown
in panels a and b. In order to measure the crosstalk,
we apply a square pulse of fixed height on the ’source’
line. We then measure the phase of the ’measure’ qubit
versus the amplitude of the compensation pulse on the
’target’ device. The target device is either the measure
qubit itself or a neighboring coupler. The phase of the
measure qubit in the absence of a pulse on the source
line is measured as a reference. The correct compensa-
tion amplitude corresponds to when the measured phase
equals the reference phase. The crosstalk matrix-element
is given by the ratio of the amplitude of the compensation
pulse and the source pulse. This experiment is repeated
for all combinations of sources and targets.

The crosstalk matrix-elements are shown in panel c.
Lines physically closest to one another have crosstalk
around 0.1-0.3%. Crosstalk from qubits to neighbor-
ing couplers are not shown as they saturate the scale
at 4%. The desired output fluxes are now multiplied by
the crosstalk matrix in order to produce control fluxes
with the ideal behavior.

D. Calibration 4: Control model

In the previous three sections, we’ve shown how to
make sure that the control pulses are orthogonal, arrive
at the same time, and arrive without distortion. This
should provide us with sufficient knowledge of the pulses
that arrive at the target device. The next step in con-
verting this control pulse to matrix-elements of a known
Hamiltonian.

The qubits are well approximated by a Bose-Hubbard
model with three parameters: frequency, anharmonicity
and coupling. The frequency and anharmonicity have a
nonlinear dependence on the flux-bias of the qubit and
both neighboring couplers. The coupling has a non-linear
dependence on the flux-bias of the coupler, each qubit,
and even the neighboring couplers (as they shift the qubit
inductance).



S6

Figure S9. Building a physical control model. a, b
In order to convert the control pulses to Hamiltonian pa-
rameters, we construct a physical model of our qubits and
couplers. The model consists of capacitors, inductors and
Josephson junctions. In panel a, we measure the qubit tran-
sition frequencies f10 (ground-state to first excited state) and
f21 (first excited to second excited state) as a function of qubit
and coupler flux-biases. Fitting the datasets allows us to de-
termine the values of model parameters. Fitting errors for all
qubits and couplers are shown in panel b and are typically a
few tenths of a MHz.

Determining the values of these parameters as a func-
tion of the control knobs can be done in one of two ways:
1) measure every parameter versus every knob and spline
the data or 2) measure cuts in the parameter space and
use these cuts to construct a physical model of the de-
vice. In this experiment, we have chosen the second ap-
proach for two reasons. The first reason is that accurately
measuring the individual parameters is very challenging.
Given two qubits, spectroscopic probes only provide two
pieces of information (the two eigenvalues) from which
one cannot simultaneously determine the frequencies and
couplings separately (three parameters). Time-domain
approaches require accurately measuring small variations
in the populations which are hard to resolve in experi-
ments. The second reason is that the final step in cali-
bration is often optimization. A ’measure everything and

spline’ approach has far too many degrees of freedom to
optimize over.

A gmon qubit can be modeled as a capacitor, inductor
and tunable junction, all in series. The Hamiltonian for
such a circuit is given by

H =
Q̂2

2C
− I0Φ0

2π
cos φ̂j +

1

2
Lg

(
I0 sin φ̂j

)2

(2)

where Q̂ is the charge on the capacitor, C is the capac-
itance, I0 is the tunable critical current of the junction,
φ̂j is the phase drop across the junction, and Lg is the
geometric inductance. The phase drop across the junc-
tion φ̂j is related to the conjugate variable of charge (flux
Φ̂) through the following relationship

φ̂j = φ̂+ 2
∑

n

(−1)n
Jn(βn)

n
sin(nφ̂) (3)

where φ̂ = 2π
Φ0

Φ̂, Jn is the Bessel function of the first kind,
β = Lg/Lj , and Lj = Φ0

2π
1
I0

is the effective inductance
of the junction. The Hamiltonian can be numerically di-
agonalized by expressing Q̂ and Φ̂ in terms of harmonic
oscillator raising and lowering operators. We find that
truncating these operators at 20 levels provides 1 Hz ac-
curacy for a 5 GHz qubit with -200 MHz nonlinearity at
β = 0. It is important to note that keeping too many
levels (past around 60) causes this numerical approach
to break down as the harmonic oscillator states start to
find low energy solutions in the neighboring minima of
the cosine potential.

This model is used to fit measurements of the qubit
energy spectrum for C, Lj and Lg. In order to make
this process computationally efficient, exact diagoniliza-
tion is used to estimate coefficients in a perturbation ex-
pansion; the perturbative model is then used for fitting.
This is done by expressing the Hamiltonian in terms of
the harmonic oscillator frequency ω0 = 1√

C(Lg+Lj)
and

two small dimensionless parameters, β = Lg/Lj and

λ = Z0

(Rk/π) where Z0 =
√

(Lg+Lj)
C and Rk = h/e2. The

Hamiltonian was diagonalized over a 100x100 grid for
0 ≤ λ ≤ 0.04 and 0 ≤ β ≤ 0.25 and the results were
fit for coefficients of a 2-dimensional polynomial. The
following expressions for the two lowest transitions are
accurate to within 100 kHz at 5GHz

ω10/ω0 = 1 +
∑

Anmβ
nλm+1

ω21/ω0 = 1 +
∑

Bnmβ
nλm+1

A =



−0.9989185 −1.01547902 −3.39493789
2.92743183 −1.15831188 0.0
−4.93953913 8.17006907 0.0
4.03181772 0.0 0.0



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B =



−1.99707501 −3.25782090 −18.0220389
5.81558214 −1.77830584 0.0
−9.55174679 22.6985133 0.0
7.16401532 0.0 0.0


 (4)

Note that A00 ' −1.0 and B00 ' −2.0 as expected from
first-order perturbation theory. Similarly, A10 ' 3.0 (the
coefficient of βλ) is also consistent with perturbation the-
ory. Increasing the domain or improving the accuracy of
this expansion is as simple as fitting to a higher degree
polynomial.

Each qubit is dispersively coupled to a readout res-
onator. This resonator imparts a frequency dependent
shift on the qubit’s energy levels. The frequency shift is
modeled as

∆ω10 =
1

2

(
|δ| −

√
4g2
r + δ2

)
(5)

where δ = ω10 − ωr, ωr is the frequency of the resonator
and gr is the qubit-resonator coupling. The shift in ω20

depends on the anharmonicity of the qubit and is mod-
eled as

∆ω20 =
1

2

(
|δ + η| −

√
4g2
r(1 +

η

ω10
) + (δ + η)2

)
(6)

where η = ω21 − ω10 is the qubit anharmonicity - note
that we have accounted for a nonlinear correction in the
two-photon coupling strength. The shift in ω21 is then
given by ∆ω21 = ∆ω20 − ∆ω10. When fitting measure-
ments of the qubit energy spectrum, these expressions
are used to find gr given the known resonator frequency
(measured independently).

Each qubit is coupled not only to a readout resonator
but also to a coupler. Treating the coupler as a tunable
linear inductor, one finds that the geometric inductance
of the qubit is modified according to the following ex-
pression

Lg → Lg −
M2

Lc

βc
1 + βc

(7)

where M is the mutual inductance from the qubit to the
coupler, Lc is the geometric inductance of the coupler,
βc = βC0 cosφc is the ratio of the coupler’s geometric
inductance to junction inductance, and φc is the phase
drop across the coupler. When converting from the ap-
plied control flux to junction phase, Eq. 3 is used. When
fitting measurements of the qubit energy spectrum, these
expressions are used to find βC0 and M0 = M2/Lc.

The coupler also has a mode which dispersively pushes
on the qubit energy levels (similar to the readout res-
onator) coming from the capacitance of the coupler junc-
tion. We find that including this mode is necessary in
order to accurately reproduce the measured qubit energy
spectrum. The frequency of this mode changes with the
flux applied to the coupler according to ωc = ωC0

√
1 + βc

where ωC0 is the unbiased frequency of the coupler. The
coupling between the qubit and the coupler mode is given

by
√
ω10ωc

2
M√

(Lg+Lj)Lc(1+βc)
which is the typical harmonic

oscillator expression. The dispersive shift is then taken
into account in a manner similar to the readout res-
onator. This effect introduces an additional fitting pa-
rameter ωC0.

All of these physical parameters are determined by
fitting the two lowest transition energies of each qubit
(ω10 and ω21) versus the qubit and coupler flux. The
advantage of this calibration strategy is that it requires
only single qubit experiments and is likely scale to much
larger systems. Calibrating 9 qubits and 8 couplers takes
around 24 hours to complete. During each experiment,
all other qubits are biased to their minimum frequency in
order to effectively remove them from the system. Ignor-
ing the neighboring qubit could result in up to a 1 MHz
error in the model at the maximum coupling (a 5GHz
detuning and a 50MHz coupling gives a 0.5 MHz dis-
persive shift). Example datasets are shown in Fig. S9a.
The difference between the fit and the data is shown in
panel b for all datasets. Typical errors are on the order
of 0.1MHz. Below is a table of parameters inferred from
the data. M0 left (right) refers to the mutual to the qubit
on the left (right) of the coupler.

Qubit C [Ff] Lj [nH] Lg [nH] gr/2π
[MHz]

Q1 86.2 6.46 0.96 112.0
Q2 85.9 6.26 0.98 106.0
Q3 87.7 6.25 0.86 135.0
Q4 86.5 6.47 0.92 128.0
Q5 83.9 6.26 1.06 106.0
Q6 85.6 6.31 0.98 114.0
Q7 85.9 6.45 0.95 113.0
Q8 86.4 6.33 0.94 117.0
Q9 87.2 6.41 0.86 126.0
Avg. 86.1±1.0 6.35±0.08 0.95±0.06 117.4±9.5
Design 85 7.0 0.9 110

Coupler M0 left
[pH]

M0 right
[pH] βC0

ωC0/2π
[GHz]

CP12 43.6 40.2 0.664 14.6
CP23 42.6 41.1 0.660 14.6
CP34 42.3 41.6 0.665 14.8
CP45 43.2 41.5 0.661 14.7
CP56 46.2 40.9 0.657 15.0
CP67 44.0 41.8 0.664 14.8
CP78 43.3 39.5 0.671 14.5
CP89 43.2 37.9 0.663 14.8
Avg. 43.6±1.1 40.6±1.2 0.663±0.004 14.7±0.15
Design 50.0 50.0 0.7 > 15

Table S2. Model parameters for all qubits (upper table) and
couplers (lower table). The second-to-last row in each table
is the average over devices ± 1 standard-deviation. The last
row is the design values.

In addition to these, every control line has two more
fitting parameters - a conversion from the full-scale DAC
amplitude to Φ0 (2.04±0.03 for qubits and 1.82±0.04 for
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couplers) and a static flux offset. The data is also fit
for the crosstalk from couplers to qubits as this matrix-
element is difficult to infer using any other technique. Ad-
ditional fitting parameters are included, when necessary,
to account for the qubit being brought into resonance
with two-level defects. Lastly, we find it necessary to
include a factor multiplying the two-photon interaction
between the qubit and the coupler with inferred values of
0.959±0.003. This 4% reduction in the 2-photon coupling
is likely the result of anharmonic corrections to the cou-
pler. Ideally, in future experiments, this parameter will
be replaced by the coupler impedance and a nonlinear
model of the coupler.

VII. APPENDIX

A. Complexity of the time evolution in the driven
Hubbard model

For a number of families of quantum circuits, such as
linear optics (boson sampling) [1], commuting circuits
(IQP) [2, 3] and random circuits [4, 5], it has been ar-
gued that sampling the distribution of the output of the
circuit presents a hard computational task for a classi-
cal computer, see also Ref. [6] for a brief review. Also it
has been suggested that these hardness arguments could
be extended to a wider class of quantum circuits [6]. In
this section we provide intuitive arguments in support
of the computational complexity of the sampling of the
output of the driven continuous evolution protocol imple-
mented on the gmon circuit. We show that the observed
probability amplitudes pn of bitstrings n = {0, 1}⊗N can
be mapped onto a classical partition function with com-
plex temperature which realizes an analog of the sign
problem of the Quantum Monte Carlo algorithm. Com-
putationally hard instances are likely generated in the
quantum chaotic regime. To identify this regime we an-
alyze characteristics of quantum chaos: the wave func-
tion statistics, rapid loss of memory of the initial state
and entanglement dynamics. We restrict the discussion
to the Bose-Hubbard approximation. The full gmon cir-
cuit model contains additional non-integrable terms in
the Hamiltonian which do not change the qualitative pic-
ture of the chaotic dynamics. Further work is needed to
formally establish the complexity class of the task of com-
puting pn and to connect the sampling task in the gmon
circuit to the collapse of the Polynomial Hierarchy, as
was argued in the case of random circuits, see Ref. [4]
and references therein.

1. Sampling amplitude as a classical partition function

We separate the diagonal and even/odd terms in the
Bose-Hubbard Hamiltonian,

H = Ĥd + V̂e + V̂o, (8)

Ĥd =
N∑

i=1

(
δiâ

+
i âi +

ηi
2
â+
i âi

(
â+
i âi − 1

))
, (9)

V̂e =
∑

i even

gi,i+1(t)
(
â+
i âi+1 + h.c.

)
,

V̂o =
∑

i odd

gi,i+1(t)
(
â+
i âi+1 + h.c.

)
, (10)

where gi,i+1(t) is the time-dependent drive as imple-
mented in the experiment, see main text for details. For
an evolution operator Û(T ) we introduce a grid of dis-
crete time points t = 0, ..., 2M , related to the physical
time τ by τ = ∆t, ∆ ≡ T

2M . We can write a Trotter
decomposition in the basis of boson occupation numbers
|~n (t)〉 ≡ ⊗Ni=1|ni,t〉, where ni,t is the number of bosons
at site i at time t,

Z ≡ 〈~n′|Û(T )|~n〉 =
∑

{~n(t)}
e−i

1
2 ∆

∑2M
t=1Hd(n(t))

×
∏

t=0,2,4...

〈~n (t) |e−i∆V̂e(t)|~n (t+ 1)〉〈~n (t+ 1) |

e−i∆V̂o(t+1)|~n (t+ 2)〉,

where the sum runs over all possible realizations of the
set {~n (t)}. All even (and odd) bond operators commute
among themselves resulting in the product, 〈e−i∆V̂e(t)〉 =∏
i even Λ(i,i+1);(t,t+1), where each term Λ(i,i+1);(t,t+1) is

〈ni,tni+1,t|e−i∆gi,i+1(t)(â†i âi+1+â†i+1âi)|ni,t+1ni+1,t+1〉 .

This can be calculated explicitly giving

Λ(i,i+1);(t,t+1) Condition

1
ni,t = ni,t+1

ni+1,t = ni+1,t+1

−i∆gi,i+1 (t)
√
ni,t(ni+1,t + 1)

ni,t = ni,t+1 + 1
ni+1,t = ni+1,t+1 − 1

−i∆gi,i+1 (t)
√

(ni,t + 1)ni+1,t
ni,t = ni,t+1 − 1

ni+1,t = ni+1,t+1 + 1
0 other

This operator reflects a swap of one particle between
the neighboring sites ni,t and ni+1,t and ensures that par-
ticle non-conserving trajectories do not contribute to the
partition function. The partition function is a sum of
complex amplitudes,

Z =
∑

{~n(t)}
eiφ{~n(t)}w{~n(t)}. (11)
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Figure S10. Binning of the phase factors in the partition
function Eq. (13).

Each trajectory {~n (t)} is associated with a phase factor
φ{~n(t)}, and a real non-negative weight w{~n(t)} ≥ 0,

w{~n(t)} =

∏

type I

∣∣∣∣
√
ni,t(ni+1,t + 1)gi,i+1 (t) ∆

∣∣∣∣

∏

type II

∣∣∣∣
√

(ni,t + 1)ni+1,tgi,i+1 (t) ∆

∣∣∣∣ ,

where the products are over all 4-site plaquettes of type-
I and type-II for which the equalities ni,t = ni,t+1 +
1, ni+1,t = ni+1,t+1 − 1 and ni,t = ni,t+1 − 1, ni+1,t =
ni+1,t+1 + 1, respectively, hold for a given 2D trajectory
{~n (t)}. According to the expressions for Λ(i,i+1);(t,t+1)

the weight w{~n(t)} vanishes for any trajectory that does
not conserve the number of bosons.

The phase factor, from the swaps and from the diago-
nal part of the Hamiltonian, is

φ{~n(t)} = −1

2
∆

2M∑

t=1

N∑

i=1

(
δini,t +

η

2
ni,t(ni,t − 1)

)

− π

2

∑

(i,t)

J(i,i+1);(t,t+1) (ni,t − ni,t+1)
2

(ni+1,t − ni+1,t+1)
2
, (12)

where J(i,i+1);(t,t+1) = sign (gi,i+1(t)) when ni,t = ni,t+1±
1 and ni+1,t = ni+1,t+1 ∓ 1, but is equal to 0 otherwise.

The resulting partition function Z in Eqs. (11-12) de-
scribes a discrete classical model, a generalization of the
Potts model [7] on a square lattice with 4-site interactions
and complex parameters with non-zero real and imagi-
nary parts.

Assuming a classical algorithm with overall polynomial
resources, the accuracy with which each phase factor of

a trajectory can be determined is polynomial in N . This
means that the partition function takes the form,

Z =
R∑

r=0

wre
2πi rR , (13)

where r is integer, and R ∼ O(Nα) for some power
α. Each weight wr is therefore a bin containing all the
trajectories corresponding to the given phase within the
discretization accuracy, see Fig. S10, i.e. wr is a sum
wr =

∑κr
i=0 w

(i)
r over κr trajectories satisfying the condi-

tion,

2π
r

R
< φ{~n(t)} < 2π

(r + 1)

R
, (14)

each trajectory weighted with w
(i)
r . The typical num-

ber of trajectories satisfying Eq. (14) is exponential in
the number of time steps multiplied by the number of
sites M × N . Notice however that in the limit M →
∞ the weight of each trajectory is suppressed because
w{~n(t)} ∼ exp (−ν logM), where ν is the total number
of swaps of both type-I and type-II in the trajectory.
For a given realization of a trajectory {~n (t)} containing
ν swaps in a specific order there are

(
M
ν

)
ways to ar-

range the swaps among the M points of discrete time.
This entropic factor compensates the suppression fac-
tor in the weight of the trajectory. As a result, tra-
jectories with νgT ∼ N

∫ T
0
dtgi,i+1(t) � 1, which does

not scale with M , dominate the weight wr. Therefore
wr,νgT ∼ exp (const× νgT ), which ensures that wr � 1
scales exponentially with the number of qubits N . The
partition function is therefore given by the sum of a poly-
nomial number of phase factors each multiplied by an
exponentially large weight.

In the chaotic regime the typical value of the ampli-
tude

∣∣∣〈~n′|Û(T )~n〉
∣∣∣ is exponentially small in the number

of qubits N , and therefore the value of |Z| results from
the cancellation of exponentially large weights. In this
regime the task of calculating the sum in Eq. (13) on a
classical computer is analogous to estimating a partition
function with a sign problem using the Quantum Monte
Carlo algorithm. In Ref. [4] it was argued that a classical
statistical algorithm to calculate the sum of type Eq. (13)
in polynomial time necessarily requires exponential accu-
racy, suggesting that approximating Eq. (13) presents a
hard computational problem.

2. Comparison to the cases of hard core and free bosons

It is instructive to consider the case where the Hilbert
space is truncated to only the ground and first excited
level ni = {0, 1}, which holds in the limit η → ∞. This
corresponds to the spin-1/2 XX model. In this case the
Hubbard interaction does not contribute and therefore
the evolution of the Bose-Hubbard model at half-filling
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can be described in terms of the dynamics of N/2 free
particles. Moreover, the model allows a one-to-one map-
ping onto free fermions via the Jordan-Wigner transfor-
mation [8]. The initial state can be written in terms of
fermion creation/annihilation operators c†i , ci at lattice
site i,

|~n〉 =

N/2∏

α=1

c†iα |0〉, 1 ≤ i1 < i2 < ... < iN/2 ≤ N, (15)

where strict ordering of indexes means Jordan-Wigner
strings can be dropped. Rewriting the time-dependent
Hamiltonian Eq. (9) in terms of fermionic operators and
the time dependentN×N matrix ĥ,H =

∑
i,j ĥi,j(t)c

†
i cj ,

we can find the time dependence of the Heisenberg pic-
ture fermionic operators explicitly,

c̃i(T ) = Û†(T )cj(0)Û(T ) =
N∑

j=1

[Vi,j(T )] cj(0), (16)

[Vi,j (T )] =

[
T exp

(
−i
∫ T

0

dt ĥ(t)

)]

ij

, (17)

where Vi,j is an N × N matrix. The anti-commutation
properties of free fermions result in the fully anti-
symmetric form of the probability amplitude,

〈~n′|Û(T )|~n〉 = 〈0|
N/2∏

β=1

c̃jβ (T )

N/2∏

α=1

c†iα |0〉

=
∑

P(iα)

(−1)PVj1,i1 (T )Vj2,i2 (T ) ...VjN/2,iN/2 (T ) , (18)

where P(iα) stands for permutations of the site indexes
iα and the factor (−1)P takes into account the sign
change for odd number of index permutations. The sum
of
(
N
2

)
! terms in Eq. (18) reduces to a determinant of an

N
2 × N

2 matrix and can be calculated efficiently. This is a
very special realization of the partition function Eqs. (11-
12).

In the opposite limit of η → 0 and unlimited Hilbert
space ni = 0, 1, ..., N2 , a similar description holds in terms
of free bosons. In particular, the Heisenberg equation of
motion is completely analogous to Eq. (16) but using
bosonic operators aj(T ) instead of fermionic operators.
Crucially, this implies that the amplitude 〈~n′|Û(T )|~n〉
does not have the form of an anti-symmetric sum, but
instead it can be reduced to a permanent [9], which is
known to present a hard computational problem [1, 10,
11]. Note also that because Eq. (16) can swap operator
indexes as part of the evolution, the restriction to 1D is
not consequential for T ∈ O(N).

In the intermediate regime of η/g ∈ O(1), including
the second on-site excited level ni = {0, 1, 2} violates the
strictly anti-symmetric nature of the sum in Eq. (18). In
the case of weak η, an intuitive picture emerges: virtual
transitions through the second excited state introduce
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Figure S11. We can simulate with four level systems.

effective interactions in the fermionic representation. For
random parameters, we expect the interactions to result
in a chaotic evolution.

B. Estimates for the cost of simulating the
Bose-Hubbard model.

1. Direct simulation with truncated bosons

A first attempt to estimate the cost of a direct simula-
tion of the Bose-Hubbard model in the parameter range
of interest is to truncate the Fock space of each gmon.
We denote the different truncated spaces by the param-
eter m, with m = 1 corresponding to all the gmons trun-
cated to the first excitation level |1〉 (the qubit subspace),
m = 2 corresponding to all the gmons truncated to the
second excitation level |2〉, and so for.

We integrate the time-dependent Schrödinger equation
using fourth order Runge-Kutta, which is a standard nu-
merical integration method [12]. We use the cross en-
tropy difference after projecting the state to the qubit
subspace, as explained in the main text, as an approxi-
mation of fidelity, to quantify the fitness of the numerical
integration at different levels of truncation. More ex-
plicitly, we performed numerical integration with up to
N = 18 gmons and compute the cross entropy difference
at a given truncation level m and the fiducial integration
with the highest truncation level, which we choose to be
m = 4.

Our first observation is that the cross entropy differ-
ence between m = 3 and m = 4 is exactly 1, see Fig. S11.
This implies that a direct numerical numerical integra-
tion with m = 3 (or m = 4) is sufficient to simulate the
dynamics of the Bose-Hubbard model at the parameter
regime of interest, because at this point including more
energy levels does not translate in any difference in the
resulting state. Our second observation is that a direct
truncation to the m = 1 subspace is not a valid approx-
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Figure S12. We can not simulate the system with plain qubits.
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Figure S13. Cross entropy difference with three level systems
for 16 gmons, m = 2 and pulse duration Tpulse = 20.5±4.5 ns
(the duration is chosen uniformly at random in the interval
of 16 to 25 ns).

imation, resulting in a fidelity (cross entropy difference)
∼ 0, see Fig. S12. This is to be expected, because this
approximation can be mapped to free fermions, which
does not result in chaotic dynamics (see Secs. VIIA 2
and VIIC 1). Figure S13 shows the cross entropy differ-
ence (fidelity) for 16 gmons as a function of the number
of pulses for representative parameters with a truncation
to the second excited state |2〉 of each gmon, m = 2.
We see that the fidelity decreases as g increases, because
higher energy states become increasingly important (see
also Fig. S17). Nevertheless, the decay of fidelity is likely
not worse than the experimental fidelity. Therefore, this
is a valid simulation method for the purposes of compar-
ing the cost of a classical simulation against the experi-
mental implementation.

The effective Hilbert space size of the truncation to the
second excited state |2〉 of each gmon, m = 2, is 3m, if
we do not take into account boson number conservation.
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Figure S14. Cross entropy as a function of the number of
Runge-Kutta steps for 18 gmons, 5 pulses and Tpulse = 30±10
ns.
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Figure S15. Required number of Runge-Kutta integration
steps for 10 pulses and Tpulse = 30± 10 ns.

Taking into account boson number conservation, we cal-
culate the resulting Hilbert space exactly, at half filling,
for a number of gmons N between N = 20 and N = 40,
which is the regime of interest for a future comparison
between experiment and classical algorithms. We fit the
resulting curve, an obtain a good fitting for the effec-
tive Hilbert space dimension D ∼ 2.4N/0.14 (see also
Fig. S21).

2. Estimate of Runge-Kutta integration steps

We now provide an estimate for the number of fourth
order Runge-Kutta integration steps required for a nu-
merical simulation. At the end of the integration, we
project the resulting state into the qubit subspace ex-
panded by the states {|0〉 , |1〉} of each gmon (the first
band, see Sec. VIIB 3). It can be seen that we can toler-
ate large errors in the populations of states with higher
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Figure S16. Symbolic representation of state bands, separated
by the non-linearity η.

excitation numbers (which are thrown away in the final
measurement), while the populations in the qubit sub-
space are still accurate.

We observe a sensitive behavior of the numerical inte-
gration error in the qubit subspace for increasing number
of integration steps. Figure S14 shows the cross entropy
for 18 gmons and 5 pulses (Tpulse = 30 ± 10 ns) as a
function of the number of integration steps. We see that
if the number of steps is less than ∼ 700 the numerical
integration is completely inadequate. At the same time,
we don’t obtain any benefit using more than ∼ 800 inte-
gration steps.

This steep behavior is used to estimate the required
number of integration steps for increasing number of
gmons N , instead of using an adaptive stepsize Runge-
Kutta scheme. Figure S15 gives estimates for 10 pulses
(Tpulse = 30 ± 10 ns) as a function of N . We show esti-
mates of numerical integrations truncating at the second
excited state |2〉 (m = 2), and the third excited state |3〉
(m = 3).

3. Band structure

In the limit g � η of the swapping parameter g much
smaller than the non-linearity η, the spectrum is sepa-
rated by bands characterized by the occupation number
of the different gmons, see Fig. S16. The first band is the
qubit subspace, with states composed by superpositions
of Fock states where each gmon is either in the ground
state |0〉 of the first excited state |1〉. At half filling, and
using the fact that the Bose-Hubbard model conserves
the total number of bosons, the Hilbert space dimension
of this band is

(
N

N/2

)
∼ 2N√

πN/2
. (19)

The next band, separated by an energy η, contains states
composed by superpositions of Fock states where exactly
one gmon is in the second excited state or “doublon” |2〉.
At half filling, its Hilbert space dimension is given by the

Figure S17. Exact diagonalization with 10 gmons.

multinomial coefficient
(

N

N/2− 1, N/2− 2, 1

)
. (20)

The next band after that has states with exactly two
gmons in the “doublon” state |2〉, etc...

Our next observation is that the bands overlap for in-
creasing g. Figure S17 shows the exact spectrum for the
Bose-Hubbard model and increasing g. We see that at
g ∼ 20 MHz the bands start to overlap. One impli-
cation for estimating the cost of classical simulations is
that perturbation theory in the qubit subspace, such as
the Schrieffer-Wolff transformation, is not expected to
work. This method is an expansion in the perturbation
parameter g/η, and assumes that the bands remain well
separated.

4. Simulation with a fixed number of bands

In Sec. VIIB 1 we have seen that for a direct numerical
simulation it suffices to truncate each gmon to the second
excited state |2〉 (m = 2 truncation in our notation). Us-
ing the band structure explained in the previous section,
we now outline how an approximate classical simulation
can be carried out more efficiently. Given that the Hilbert
space in the limit of g � η is divided into bands, we
truncate the Hilbert space to obtain an effective Hilbert
space with a fixed number of bands. We denote the re-
sulting truncations in the notation [d, t], where d is the
maximun number of doublons (double excited states |2〉)
allowed, and t is the maximun number of “triplons” (triple
excited states |3〉) allowed. More explicitly, the effective
Hilbert space [1, 0] includes the first two bands: the qubit
subspace band, and the band with exactly one doublon
among all the gmons. The total dimension of this effec-
tive Hilbert space is

(
N

N/2

)
+

(
N

N/2− 1, N/2− 2, 1

)
. (21)
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Figure S18. Cross entropy difference with four bands for
16 gmons, the effective Hilbert space [2, 1] (four bands) and
Tpulse = 20.5± 4.5 ns.
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Figure S19. Cross entropy difference with three bands for
16 gmons, the effective Hilbert space [2, 0] (three bands) and
Tpulse = 20.5± 4.5 ns.

Analogously, the effective Hilbert space [2, 0] includes the
first three bands: the qubit subspace band, the band
with exactly one doublon among all the gmons, and the
band with exactly two doublons among all the gmons.
We will also consider the effective Hilbert space [2, 1],
which includes four bands: the bands in the [2, 0] Hilbert
space, and the band with exactly one triplon among all
the gmons.

Figure S18 shows the cross entropy difference where we
use the [2, 1] effective Hilbert space. As in Sec. VIIB 1,
we calculate the cross entropy difference comparing with
the m = 4 simulation which, as we have seen, is an ac-
curate simulation. We observe that the numerical error
resulting from the truncation is less than the expected
experimental error, even for fairly large maximum g and
a substantial number of pulses. Therefore, this is a valid
numerical method for the purpose of comparing the clas-
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Figure S20. Cross entropy difference with two band for 16
gmons, the effective Hilbert space [1, 0] (two bands) and
Tpulse = 20.5± 4.5 ns.
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Figure S21. Estimates of memory and computational time for
a numerical simulation using fourth order Runge-Kutta and
an effective Hilbert space truncated to two bands (blue) and
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sical cost of simulation to a future experiment. Fig-
ure S19 shows the cross entropy difference where we use
the [2, 0] effective Hilbert space. Although the errors are
bigger than in the [2, 1] effective Hilbert space, this re-
mains a valid numerical method. Finally, Fig. S20 shows
the cross entropy difference where we use the [1, 0] effec-
tive Hilbert space. The numerical error is in this case
larger, but probably still comparable to the expected ex-
perimental errors.
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5. Memory and time-estimate for simulations.

We now provide estimates of the memory and compu-
tational time required for an approximate classical nu-
merical simulation from the discussion given above. Fig-
ure S21 plots log2(D), where D is the dimension of the
effective Hilbert space, for increasing number of gmons
N . We use this metric because, if we were studying a fully
chaotic evolution in a Hilbert space composed of qubits,
then log2(D) would be the number of qubits. We plot
the dimension of the effective space using two bands (the
[1, 0] subspace in the notation of Sec. VIIB 4), using three
bands (the [2, 0] subspace), and using four bands (the
[2, 1] subspace). We see that for the number of gmons N
experimentally relevant in the near future, both curves
are well approximated by exponentials. The effective di-
mension is then D ∼ 2N for two bands (the [1, 0] sub-
space) D ∼ 2.1N for three bands (the [2, 0] subspace),
and D ∼ 2.3N for four bands (the [2, 1] subspace). In the
same figure we plot horizontal lines corresponding to 16
GB (and 1 TB) of memory required to store a quantum
state with log2(D) qubits, using a double precision com-
plex number to store each amplitude, so that the memory
for a quantum state is D × 16 bytes.

Estimating the corresponding run time is more subtle.
For large scale simulations in classical supercomputers,
the run time is mostly constrained by the network band-
width between the different nodes [4, 13]. If we store
the quantum state in memory, distributed among multi-
ple nodes in a supercomputer, a single integration step in
fourth order Runge-Kutta would require approximately 5
swaps between nodes (10 vector communications, taking
into account that the vector amplitudes need to go out
and into each node). Therefore, we expect that the to-
tal computational cost would be bandwidth bound. We
label in Fig. S21 two horizontal lines corresponding to
prelimnary estimates of 8 hours and 37 hours of required
communication time. To arrive at this estimates, we as-
sume 5 memory swaps per Runge-Kutta step, and 1000
Runge-Kutta steps. For 1 TB of memory per state, we
assume 64 sockets (nodes) and an effective 6 GB/s net-
work bandwidth per socket. For D = 242, corresponding
to 70 TB of memory per state, we assume 4096 sock-
ets and an effective bandwidth of 1.2 GB/s per socket.
These estimates are taken from the values reported in
Refs. [4, 13].

C. Signatures of chaos

1. Quantum loss of memory

The wave functions and the spectrum of the uniform
Bose-Hubbard model can be obtained via Bethe-Ansatz.
This model has a regular spectrum characterized by con-
served Bethe numbers [8]. In presence of disorder Bethe
numbers are no longer integrals of motion and the system
demonstrates quantum chaotic dynamics. As a result of

Figure S22. Time-cross-entropy averaged over random de-
tuning δi and pulse shape. The parameters in the plot are
N = 10, δ = ±5MHz, 22.4MHz ≤ max{g} ≤ 38.4MHz, with
variable pulse length 0.042µs ≤ Tpulse ≤ 0.072µs. Inset shows
the deviation of the time-cross-entropy from the limit of un-
correlated time points, solid black line. The dashed blue line
shows the root mean square of the time-cross-entropy over the
ensemble of disorder realizations.

chaotic dynamics the wave function amplitude spreads
uniformly over the available Hilbert space. A strong
indication of chaos is the Porter-Thomas wave function
statistics characteristic of Haar measure. In practice the
Porter-Thomas distribution is approached only approxi-
mately in the course of the shallow depth evolution (see
Sec. VIIC 3) and therefore it is important to check the
consistency of the circuit dynamics with quantum chaos
more carefully. Another characteristic of chaos is the
rapid loss of memory of the initial state as a function of
time. We characterize this phenomenon using statistics
of the wave function over time. Consider the likelihood
to observe bitstrings z1, ..., zm at time t in the course of
the evolution,

−Log (Lm(t)) ≡ −Log
(

m∏

i=1

pzi(t)

)
(22)

= −
m∑

i=1

Log (pzi(t)) . (23)

The likelihood has Gaussian distribution centered at
LogLm ≈ m

∑
z pz log (pz) with width of order

√
m. The

loss of memory can be characterized by the ratio of like-
lihoods obtained using statistics at two different points
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in time,

S (t0, t) ≡ − lim
m→∞

1

m
Log

( Lm(t)

Lm (t0)

)
(24)

≈ −
∑

z

pz (t0)Log
(
pz(t)

pz (t0)

)
; . (25)

This is the Kullback-Leibler divergence between two dif-
ferent times. The advantage of this characteristic is that
it is directly measurable in our experiment and it quickly
converges to its average for a sufficiently large number
of measurements m. For perfectly correlated statistics
as t → t0 the time-cross-entropy vanishes, S(t0, t0) = 0.
In a chaotic system we expect the statistics of the wave
function at sufficiently different moments in time to be
fully uncorrelated,

S (t0, t� t0) ≈ Suncorr (t0, t)

≡ −
∑

z

(
pz (t0) Log (pz(t))− pz (t0)Log (pz(t0))

)
,

Fig. S22 shows the cross-entropy S(t0, t) between t0,
taken after the first two pulses, and a later time t.
S(t0, t) quickly deviates from zero (fully correlated) and
approaches the uncorrelated value.

2. Entanglement spread in the driven system

Figure S23. Average entanglement entropy of the half-chain
as a function of the system size. Parameters are N = 10,
δ = ±5MHz, 22.4MHz ≤ max{g} ≤ 38.4MHz, pulse length
0.042µs ≤ Tpulse ≤ 0.072µs.

Figure S24. Disorder strength. Same parameters as Fig. S23.

Quantum entanglement is an important, albeit not
definitive [14], metric of classical simulability of a quan-
tum system. This is especially true in 1D as MPS and
DMRG type algorithms have a computational cost ex-
ponential in the entanglement entropy. We analyze the
bipartite entanglement entropy of a half chain,

SN/2 ≡ Tr
{
ρ̂N/2Log

(
ρ̂N/2

)}
, (26)

where ρ̂N/2 is the reduced density matrix. A random
state from the Haar measure is expected to demonstrate
volume law entanglement. In our experimental protocol
we need to make sure the evolution time is long enough
for the entanglement to achieve the regime of volume
law scaling. The character of the entanglement spread
depends on the relative strength of disorder and the spec-
tral characteristics of the drive. At low disorder entan-
glement spreads ballistically as expected in the ergodic
phase [15], even in presence of diffusive particle trans-
port [16]. Fig. S23 shows the entanglement entropy SN/2
as a function of time for different system sizes, for a pulse
sequence similar to the one used in the experiment. The
velocity of entanglement spread appears to be indepen-
dent of the system size suggesting that for the specific
drive protocol and the initial state chosen the dynamics
is similar to particle transport in a spin model.

At stronger disorder there is a crossover to the regime
of sublinear spread of entanglement. In general, a pe-
riodically driven system undergoes a transition to the
Many-Body localized phase [17], a regime in which it
does not absorb energy. In contrast, in our protocol the
drive consists of a wide range of harmonics and therefore
we do not expect a many-body localized phase and the
system continues to absorb energy. The growth of en-
tanglement entropy however slows down dramatically at
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Figure S25. Histogram of output probabilities for 18 gmons
and 10 pulses of duration Tpulse = 30± 10.

10−4

10−3

10−2

10−1

1

0 1 2 3 4 5 6 7 8

f
(p

N
s
t
a
t
e
s
)

pNstates

18 gmons, m = 1, 10 pulses
Porter-Thomas

Figure S26. Histogram of output probabilities for 18 gmons,
using plain qubits, and 10 pulses.

strong disorder, see Fig. S24, likely due to the effect of
rare regions with strong fluctuations of disorder potential
which have a significant effect on entanglement transport
in 1D [18, 19].

3. Convergence to Porter-Thomas

We now study the convergence to the Porter-Thoomas
(exponential) distribution. Figure S25 shows the his-
togram of the output probabilities p = {pz} for 18 gmons
after 10 pulses, at half filling. We project the output
state in the qubit subspace. The Porter-Thomas distribu-
tion is the exponential function, f(pNstates) = e−pNstates ,
where Nstates is the dimension of the qubit subspace at
half filling, Nstates =

(
N
N/2

)
. We see a good approxi-

mation of the numerical output distribution to Porter-
Thomas. Figure S26 shows the histogram of the output
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Figure S27. The entropy of the output distribution ap-
proaches Porter-Thomas with increasing number of pulses for
12 gmons, m = 3 and Tpulse = 20.5± 4.5 ns.
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Figure S28. The entropy of the output distribution with plain
qubits does not approach Porter-Thomas with increasing
number of pulses for 16 gmons, m = 1 and Tpulse = 20.5± 4.5
ns.

probabilities p = {pz} for 18 gmons after 10 pulses, but
with the evolution carried out using the approximation
to free fermions, as explained in Sec. VIIA 2. We see
that in this case the distribution does not approximate
the Porter-Thomas distribution, and is not chaotic (see
Sec. VIIC 1).

We depict in Fig. S27 the entropy of the output distri-
bution with N = 12 gmons as a function of the number
of pulses and different maximun values of g for the g-
pulses. We see that it approaches the Porter-Thomas
distribution entropy (black line) as the number of pulses
increases. Figure S28 shows the entropy of the output
distribution with increasing number of pulses using the
approximation to free fermions with N = 16 gmons. We
see again that in this case the entropy does not converge
to the Porter-Thomas entropy.
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