Lab 3
Boxes contain questions that you

Xmg raCe, mag n ItUdeS, S Extractor, are expected to answer (in the

box). You will also be asked to

PhyS|Ca| PrOpertleS Of StarS A put computer output into special

» directories, so it can be graded.

Name: ! w4 B)CWU If you need more room for an

Partner(s): answer, put it on the back of a
page, with a pointer to it.

Please read the pages from Nick Strobel’s course notes about parallax and distances, about magnitudes, and about temperatures, colors, and
luminosities. These three pages are linked from the Phys134 course web page. Please also read through the xmgrace tutorial; which you
can likewise find on the course web page. We will be using xmgrace a lot, and the tutorial provides a useful overview. Finally, it is not
too soon to start looking at Benne Holwerda’s excellent Source Extractor for Dummies. Don’t read it all (it is about 110 pages), but look
at Chapter 5, which gives you a general idea of the purpose and methodology behind SExtractor. Finally, we will use two home-grown
python scripts to avoid some drudgery in dealing with output files from SExtractor.

Xmgrace is a data-plotting program that we will use a lot. We will not use all of its features, but quite a few. The next few exercises will
give you practice with some of the methods you will need.

I have been reminded that each computer has access to a large disk called backup, which provides a good central location to store the
output from lab exercises. Please create a directory results_YourName on this large filesystem via some command such as

mkdir /backup/YourName
and when the exercises ask you to save plots or other results for grading, save them in that directory.

Import the data (3 columns) from catalogs/lab014.cat into xmgrace as “block data”, and plot the {x,y} pixel coordinates X IMAGE,

Y IMAGE of all of the stars . Please

*Plot the data points without lines connecting them. Make the data points green upward-pointing triangles, about size = 60, so the data
symbols are legible, but small enough that few of them overlap.

*Plot the axes in black. Put an appropriate label on each axis. Put your name as the title of the plot.

*Adjust the axis ranges to be [0-1600] for the x-axis, and [0-1050] for the y-axis.

*Save this plot (and all subsequent ones) as JPEG files (with a jpg suffix), and name them according to the scheme Labnplotxx.jpg,
where 7 is the number of the lab and xx is a sequential plot number for each lab. If xx has only one digit, prepend a zero, otherwise the plot
names will not sort correctly when we list your directory, and it will be hard to find things. Thus, the first plot stored in your directory

should be named Lab3plot01.jpg. Let’s hope we never need more than 99 plot numbers per lab.




Import the file lab014.a.cat into xmgrace using the “block data” option, and make a plot showing MAG_ISOCOR as a function
of the index of each star (that is, plot them in the order in which they appear in the data file). Please

*Plot using small circles as the data symbols. Choose a good color.
*Overplot error bars (this is an XYDY plot, in xmgrace parlance). Use MAGERR_ISOCOR for the error bars.

* Label the axes and put your name in the title, and save the plot in your standard place (plot #2).

Now make a more readable version of the same plot, this time with the data sorted into order of ascending MAG_ISOCOR.
Save this plot in your standard place (plot #3).
Do the estimated errors vary with magnitude in a systematic way? Explain.
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So far we have used SExtractor to obtain only the most minimal information about the objects in the detector field of view -- the
positions and fluxes from each detected object. We will now look at SExtractor output files for which we have asked the program to
do a more thorough job. Typically we want more kinds of information about each object for one of three reasons: to represent the
data in a more convenient way, to display the result of a different way to estimate a number (such as the flux) for which we already
have a value, or to give information about the reliability of the results displayed in other columns.

Open the file lab014.a.cat using vi (or your favorite text editor). Notice there are many more columns (you may need to widen your
editor window or shrink the font size to display them all), and each has a header line describing it. Some of these may not make
sense to you right away. Don’t worry.

Import this file into xmgrace and plot MAG_ISOCOR on the x-axis and FLUX_ISOCOR on the y-axis.

*Make the y-axis logarithmic.

*Plot symbols only (no interconnecting lines). Use symbol types, sizes, and color that look good to you.

*Save the plot, with (as usual) your name in the title. (plot #4) P
*Describe the relationship you see. From the graph, estimate the slope d(log flux)/d(magnitude), and also the magnitude that would
yield flux = 1. Below, write an expression for flux as a function of magnitude. Comment with reference to the definition of stellar
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R B IO}(QM) - ( 23.6- w.n—a) r 0.4 % Masy = s l,o?([l“«) 23
Ths s e ez ool v shreda 8 CShobdl) defivhns Fov a

0.4 (23.0-mas) stellon maz\,,;hab

)

,C\,wx = 1O St ea Laﬁ('?..fll) = O.<«



Column 11 Is labeled “FWHM_IMAGE” (meaning Full Width at Half Maximum of the star image). This parameter is a measure of
the width of the star images in units of pixels -- smaller numbers mean sharper images. How do these numbers compare with the
widths you estimate using ds9 with the “scale” option set to “zscale”? Comment on why this ds9 display may be misleading.
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Try setting the ds9 “scale” to “min/max” and “linear” and estimate the sizes of a few of the star images (necessarily the brightest ones,
since those are all you can see this way) using the cursor to read the pixel values. Is the comparison better? Set the “Horizontal
Graph” option in the “View” tab, and estimate the FWHM of a bright star from this graph. How does this estimate compare with the
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Stars are unresolved on these images, so the measured size of a star image ought not to depend on the brightness of the star. To see if
this is true, make a plot of FWHM (y-axis) against stellar magnitude (x-axis). As usual, make sensible axis labels with your name in
the title, choose suitable plot symbols and/or lines, and so forth. Save your plot. (plot #5)

From the plot, what do you estimate for a typical FWHM in pixel units?  Fov  wwost  shavg, Fooim o §03 1 0,2

Using the number from above and your image scale/focal length-estimate from Lab2, what is the typical FWHM in arcsec?
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Are the star images round, or elliptical? If they are not round, what might be the cause?
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The “BACKGROUND?” column in lab014.a.cat contains estimates of the sky background flux (per pixel) in the neighborhood of each
identified object. Make a plot of the sky background as a function of X_IMAGE, using any plot symbols you like, but no lines. Do not

bother to save this plot. Instead, answer these questions:

*What happens if you do use lines to connect the data points? Explam what the program is doing to generate this unusable plot.
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*Within xmgrace, you can find simple statistics (min, max, mean, rms) for data sets by looking at “Edit/Data Sets”. Ordinarily, your
visual impression of the typical value of a bunch of plotted data points will closely approximate the mean value, and your visual estimate
of the peak-to-peak scatter (ignoring rare outliers) will be roughly 4 times the rms. How do xmgrace’s mean and rms values compare

with the visual ones you just made?
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Plot MAGERR_ISOCOR as a function of MAG _ISOCOR. Again, use plot symbols of your choice (no lines). Label your plot, and put

your name in the title, since you will eventually save it.
MAGERR_ISOCOR is an estimate of the error in MAG_ISOCOR, based on square-root-rule counting error for the number of detected

photons in the object plus the underlying sky background. The total number of sky-+object photons is
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= GAIN * (FLUX_ISOCOR + BACKGROUND*N_,)

Where GAIN is the number of detected photo-electrons per signal count (2.36 e-/count for this image, determined from the EGAIN
keyword in the FITS header). N, is the number of pixels occupied by the object image. With ISOCOR photometry this number is hard

to know for sure, but a reasonable guess is T (FWHMY/2)?. Use this guess, the GAIN value just given, and your estimate of
BACKGROUND to write an expression for N, , as a function of FLUX_ISOCOR:
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Now use the flux-vs-magnitude expression from p. 2 to write an expression for N, as a function of MAG_ISOCOR.
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The expected counting error (measured in photo-electrons) is the square root of N, To get the noise in units of counts, we must

divide by the GAIN. Write an expression for this counting errog as a function Q/f MAG ISOCOR.
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Now the tricky part. What error (in magnitudes) is implied by this error in the measured value of N, Assume that the error is small

compared to N,,,,, itself (ie, that N, >> 1), and show that if

mag = ml - 2.5 log(flux) (where m1 is the magnitude that yields flux = 1)
Then
d mag~=1.086 & (flux)/f lux Derive this expression below.
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Now combine this expression and the one for counting error to write an expression for the expected error in magnitudes as a function of
the object magnitude. W
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Finally, evaluate this expression for integer values of the magnitude, in the MAG_ISOCOR range covered by the data in lab014.a.cat.
Create a text file (using vi or some equivalent thing) that contains in two columns the integer magnitude values and their expected
errors, as you just calculated them. Call this table “err_vs_mag.txt”, and put it in your directory on /backup. Import this data file into
xmgrace and overplot the result onto the plot of MAGERR_ISOCOR vs MAG_ISOCOR. Plot just the connecting lines (no plot
symbols), and use a thick = 3 red dashed line. Save the plot in the standard place. (plot #6)




Now we know how to use SExtractor output to estimate the fluxes and magnitudes of stars, and also the precision that simple physics
says we should be achieving. But how well do we know our errors, really? Might effects other than photon counting statistics be
dominant? And what about systematic errors, which give us consistent and repeatable wrong answers? How can we test for these?

SExtractor can estimate source fluxes in several ways — two of these are isophotal photometry (which deals well with objects having
funny shapes) and aperture photometry (which works well for perfectly round objects, as star images are supposed to be). Check
section 7.4 of Source Extractor for Dummies for an explanation of what these things mean. The picture on p. 41 is particularly helpful.
Since there are different ways to estimate what ought to be the same quantities, let’s see if we get the same answers with aperture
photometry as we did with isophotal photometry. If not, the differences tell us something about our errors.

Make an xmgrace figure with two graphs, one on top of the other. As usual, label your axes and put your name in the title of the figure.
For data, import the contents of lab014.a.cat. For the upper graph, plot MAG_ISOCOR on the x-axis and MAG_APER on the y-axis.
By now you know how to choose plot symbols vs lines to give a sensible plot; do so. You should expect a tight but not perfect
correlation between the two measurements, with a few dramatic outliers.

The wide range in plotted magnitudes makes it hard to see the errors. On the lower graph plot MAG _ISOCOR on the x-axis and, on the
y-axis, plot (MAG_ISOCOR — MAG_APER). This will require that you do some arithmetic on within xmgrace in order to produce the
difference. Try “Data/Transformations/Evaluate Expression”. Choose your y-axis plot range carefully, to show the most information.
If necessary, sacrifice a few outliers to show the typical scatter better. When both upper and lower graphs are complete, save your plot.

(plot #7)

What is the peak-to-peak scatter in the difference (MAG_ISOCOR —MAG_APER), if you ignore extreme outliers? How does this
compare with the tabulated uncertainties MAGERR _ISOCOR and MAGERR APER? What do you conclude from this?

o - bbebuue L r\-cwr, Te scolr s o 2 p.o}y e (B vk T prwt
Liferenw of ~ -o0.L wetly and Tl Ly worll end  wifl rw\wu\f'bwa mawlw D)
Fovr wwif s Ths ¢ \Msw \’"3 e foden F o Low Thew D \m\..ﬁ(c}e.,(

w«m}—«imﬂ-‘\n. This  vaant  Uaperbant  Souvees of vy st vt tododed on LYY
todoadaded wnwvtalatiers.

Identify the stars corresponding to 3 of the most extreme outliers in your upper plot, and look at them using ds9. Is there a common
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The previous exercise explored the systematic differences that result from doing a measurement in two slightly different ways. Next, we
will try to measure random errors in the measurement, by analyzing repeated observations of the same stars, taken in the same way.

The program match_stars reads two SExtractor catalogs made from images of (almost exactly) the same field of view, taken at
different times. In practice, even such nearly-identical images suffer from small displacements, changes in scale, rotations, and
stretching with respect to one another. To compare stars between the two images thus requires figuring out the transformation relating
star coordinates in one image to those in the other. The purpose of match_stars is to do this, to apply the transformation, and then
identify stars that have nearly identical (transformed) coordinates in both images. It writes out a file that looks like an SExtractor
catalog, but with twice as many columns, and containing one line for each star that it successfully matched. The column labels have
“1” or “2” appended, to indicate whether they came from the first or second input file.

Match the catalogs lab012.a.cat and lab013.a.cat, putting the fesults in your backup directory with filename match012_013.a.cat. Do

1t this way: From your catalogs directory, type
match_stars lab012.a.cat lab012.a.cat /backup/results YourName/match012 013 a.cat

First, it is necessary to see if match_stars derived sensible and consistent position differences between the two images.
Import match012_013.a.cat. Make a plot with 4 graphs in a 2 x 2 grid. The 4 graphs should contain

(1) X IMAGE2 - X IMAGE1 vs X IMAGE1 (ie, X_IMAGE]! is the x-axis)

(2) X IMAGE2 -X IMAGE!1 vs Y _IMAGEI

(3)Y_IMAGE2 -Y_IMAGE1 vs X IMAGEI]

4) Y_IMAGE2 -Y_IMAGE!1 vs Y _IMAGE1

Choose something sensible for the plot symbols, put your name in the title, and save the plot. (plot #8)

What would you expect to see in these plots if IMAGE2 were identical to IMAGE]L, except for small constant (ie, independent of star)
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What would you expect to see if IMAGE?2 were identical to IMAGE1, except for a small rotation?
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Do you see evidence in the plots for either of these transformations? Explain
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Accepting that match_stars worked as it was supposed to, how well do the measured star magnitudes in lab012.a.cat agree with those in

lab013.a.cat? To see this:
Make a plot of MAG ISO2 — MAG ISO 1 as a function of MAG_ISO1, with reasonable choices for symbols, labels, your name, etc.

Save this plot. (plot #9)
Can you see any evidence that the magnitudes are systematically different between the two images?
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Does the scatter in the magnitude differences depend on the magnitude of the star considered? If so, in what way?-
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Compare the scatter that you see in your plot with the theoretical dependence of error as a function of magnitude that you calculated on
page 5 of this lab. Is your formula close to correct? Is it better for some magnitudes than others?
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Make the same plot and do the same analysis for the difference MAG _APER2 - MAG_APERI. Save this plot also. (plot #10)
Can you see a reason (from the point of view of minimum noise) to prefer one or the other of isophotal vs aperture magnitudes?

Explain. ] )
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Leaving aside the issues of error and uncertainty, we still have not put our measured magnitudes on a standard scale, such that the
numbers we derive can be directly compared with other work. This comes down to measuring the constant m/ from the first formula on
page 5 of these notes. To choose mI so that it is reasonably consistent with other work:

Use sky-map.net (from Lab2) to determine the magnitudes of the same 5 stars that you used for the image-scale calculation in Lab2.
Make a table below that shows the star number from the F igure in Lab2, its magnitude from sky-map.net, and (by matching {x,y}
coordinates) its MAG_APER value from lab014.a.cat.
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Calculate the average difference between the SExtractror magnitudes and those from sky-map.net, and the rms of this difference, and
write them here: 5 ' 1y '
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Write an expression, including an estimate of the error, for magnitudes on the sky-map.net system in terms of the SExtractor magnitudes.
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Assume the brightest of the stars in your list of 5 has an absolute magnitude of 1.50. What is its distance (in parsecs)? What uncertainty

do you assign to this distance estimate, given only the uncertainty that you just calculated in estimating sky-map.net magnitudes from
SExtractor magnitudes? Justify your answers. {3 Y;.a\,yivﬁ s #2, Ouw sk, wvuey suplea, S L S

dist® IR Lisk o Foad
Wi = Ma‘—as + 2.C \%L w) = LY + 5 \ca L—\o—- = \3.03 2 00y
Aok At .33 i
Lea | (4 AT YT L o g e e

Tlis dobmmce i« Yoo \Mrjz, so we probably  sinnd  Eos lerisWE oo edacsl ule Wb«wc\'ub
Qv sy 3.



